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Executive summary

The Dell EMCE Xegon&mediAgp! Hgpee powered by Nutani xE del
converged compute and storage platform that brings benefits of scalable architecture to business-critical
enterprise applications.

The XC Series platform is hypervisor agnostic and software installs quickly for deployment of multiple
virtualized workloads. The XC Series platform uses the Nutanix Distributed Storage Fabric (DSF) which
delivers a unified pool of storage from all appliances across the cluster, using techniques including striping,
replication, auto-tiering, error detection, failover, and automatic recovery. The XC Series platform delivers
storage through multiple protocols such as NFS, SMB, and iSCSI.

Pivotal Cloud Foundry (PCF) is a platform agnostic cloud computing platform that provides an on-demand
and scalable solution that enables rapid application development and deployment. It is hosted on virtualized
services on on-premises private infrastructure as well as in the cloud.

The combined solution allows developers and dev-ops professionals to quickly deploy a modern application
development platform on their on-premises infrastructure. The easy to use scaling functionality of the XC
Series and PCF allows the developer to focus on the application as a unit of scale rather than the
infrastructure or supporting services.

This document provides the reference architecture for deploying a PCF production configuration onto Dell
EMC XC Series hyper-converged appliances in a VMware vSphere environment.
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1.1

1.2

Introduction

This guide details the necessary steps to deploy and configure production level Pivotal Cloud Foundry (PCF)
in a VMware vSphere environment on Dell EMC XC Series hyper-converged appliances. For more
information, refer to the latest Pivotal guide located at http://docs.pivotal.io/pivotalcf/.

Audience

This document is intended for decision makers, managers, architects, cloud administrators, developers, and
technical administrators of IT environments who want a solution guide that demonstrates how to deploy
Pivotal Cloud Foundry (PCF) on Dell EMC XC Series Hyper-converged appliances in a VMware vSphere
environment. This guide also goes into some details for creating orgs/spaces/users and pushing apps for
multiple frameworks. You must be familiar with XC Series, Pivotal Cloud Foundry technologies, VMware
vSphere technologies, VMware NSX and have a basic familiarity with storage, compute, and network

technologies.

Business and end-user readers of this document must be familiar with general IT, cloud technologies, and
have an understanding of the relationship between their business, IT, and the application development
requirements that are part of multiple business units.

Terms
Table 1 Useful terminology

Term

Description

Nutanix Distributed Storage Fabric

DSF delivers a unified pool of storage from all appliances across the

(DSF) cluster, using techniques including striping, replication, auto-tiering,
error detection, failover, and automatic recovery.

Distributed Distributed means all data, metadata, and operations are distributed
across the entire cluster.

VMware NSX VMware NSX is a network virtualization and security platform. NSX

enables the creation of entire networks in software and embeds them
in the hypervisor | ayer. It és an
hardware.

Software-defined

Software-defined delivers all services through software using proven
Dell EMC hardware.

XC Series cluster

XC Series cluster are a hyper-converged infrastructure solution that
consolidates compute and storage into a single integrated appliance
and creates a distributed virtual computing platform. Each appliance
in the cluster runs an industry standard hypervisor and all the
appliances work together to form a cluster which is scalable.

PCF

Pivotal Cloud Foundry

NAT/SNAT/DNAT

Network Address Translation occurs when one IP address in an IP
header is changed. Source NAT is when the source IP is changed but
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1.3

1.4

Term Description

the destination IP stays the same. This allows multiple hosts on the
inside to get any host on the outside. Destination NAT is when the
destination IP is changed but the source IP stays the same. This
allows any host on the outside to get to a single host on the inside.

Infrastructure

The infrastructure for Pivotal Cloud Foundry (PCF) on VMware vSphere in a production level configuration
using XC Series Hyper-converged appliances is defined in the Production Pivotal Cloud Foundry on Dell EMC
XC Series Hyper-converged Appliances - Reference Architecture document. This guide assumes you have
read that document prior to doing this deployment.

Prerequisites

There are several prerequisites that must be in place before starting the PCF install. Review the prerequisites
for installing PCF on vSphere under vSphere Requirements. In addition, we have included a Deployment

Checkilist for information you will need throughout this deployment. Before you begin, fill out what you can of
the Checklist at the end of document and complete the following list of prerequisites.

Note: This deployment assumes you have read and understood the Dell EMC XC Series Pivotal Cloud
Foundry Reference Architecture document and that you have successfully deployed three XC Series
clusters, NSX Manager, and three NSX controllers with vSphere.

Table 2 Prerequisites for setting up PCF

Prerequisite

Definition

Routable IPs

Pivotal recommends 10 consecutive routable IPs be applied

to the NSX Edge.

1 One reserved for NSX use (Controller to Edge).
Deployment Checklist item #1.

9 One for NSX Load Balancer to GoRouters. Deployment
Checklist item #2.

9 One for NSX Load Balancer to Diego Brains for SSH to
apps. Deployment Checklist item #3.

1 One routable IP used to access the Ops Manager frontend.
Deployment Checklist item #4.

9 One routable IP for use with SNAT egress. Deployment
Checklist item #5.

9 Five for future use. Deployment Checklist item #6.

Load balancer considerations

We used a VMware NSX for load balancer. Pivotal
recommends that NSX Edge Appliances are deployed as high
availability pairs and sized
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http://docs.pivotal.io/pivotalcf/1-11/customizing/vsphere.html

Prerequisite Definition

Trusted certificate matching fully qualified | Ops Manager Director deployment requires that the certificate
hostname of NSX Manager. applied to NSX Manager matches the fully qualified hostname
of NSX Manager.

Network Time Protocol (NTP) Necessary for timesync. Deployment Checklist item #15.

Create two (2) wildcard DNS entries These should be in the format of:

*.apps. YourDomain.Your TopLevelDomain
*.system.  YourDomain.YourTopLevelDomain
Both should point to the routable IP for your load
balancer/GoRouter. Deployment Checklist item #2.

DNS fAorecord for Ops Manager Host (A) record should be registered for Ops Manager before
hostname beginning the Ops Manager deployment in section 3.
Deployment Checklist item #7.

Set up an SMTP server (recommended) Use an SMTP server for notifications. Deployment Checklist
item #16.

Pivotal Network Account Account to log in and download products from Pivotal
Network. Deployment Checklist item #23. Use your corporate
security recommendations to manage your credentials.

In addition to being a common practice, Dell EMC recommends creating a VM for all of the tools required in
this environment. You must join this VM to the same domain and it is where you will do most of your
management of the XC clusters and Pivotal Cloud Foundry. We created a Windows VM with the apps below.
There may also be versions of these or similar apps for other platforms, such as Linux. Table 3 shows a list of
suggested apps to install and links to where you can download them.

Table 3 List of suggested apps to install

Tool Definition

VMware vSphere Web Client and/or Web-based client that connects to vCenter to manage an
regular vSphere Client ESXi environment. Comes with VMware vCenter.

cf CLI Cloud Foundry command line interface.

Notepad++ Text editor that supports tabbed editing.

Git for Windows Lightweight set of GIT tools for use inside Windows.

Putty Versatile tool for connecting to other machines or services.
WinSCP SFTP/FTP Windows Secure Copy tool.
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1.5 Assumptions

1 The reader has read and understood the Dell EMC XC Series Pivotal Cloud Foundry Reference
Architecture document. See Dell EMC Tech Center at
http://en.community.dell.com/techcenter/storage/w/wiki/11457.advanced-materials.

1 The reader has working knowledge to deploy, manage, and update Dell EMC XC Series clusters. For
additional documentation, see the Dell.com/XCseriesmanuals page.

1 The Dell EMC XC Series clusters have been deployed and updated to the latest firmware and drivers.
For the latest drivers and firmware visit the Dell EMC XC Series product support page.

1 VMware NSX Manager and Controllers are deployed.

- Requires VMware vSphere 5.5 or greater.
- NSX6.1.x or greater for PCF.
- And will be installing PCF 1.6 or greater.
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10

Configuring VMware NSX for Pivotal Cloud Foundry

VMware NSX enables the creation of networks in software and embeds them in the hypervisor layer. In this
implementation, it provides firewall, load balancing, and NAT/SNAT services for Pivotal Cloud Foundry on
vSphere. These are not all encompassing settings, but rather a working base to start from. Additional
configuration may be necessary in other environments.

NSX 6.3.2 is installed in our production environment. More information about the NSX below is found in the
NSX Edge Cookbook for Pivotal Cloud Foundry on vSphere. All of these steps were performed using the
VMware vSphere Web Client and following the NSX Cookbook as closely as possible. We wanted to show
how to successfully configure NSX for Pivotal Cloud Foundry, using our example environment. We show you
where to write the data using your own information in the provided Deployment Checklist found in this
document.

Deploying logical switches in NSX
First, we created four logical switches. These were assigned on the internal interface of the NSX Edge as
follows:

192.168.10.0/26 = PCF Deployment Network, also called the PCF Infrastructure Network
192.168.20.0/22 = Deployment Network for Elastic Runtime Tile

192.168.24.0/22 = CF Tiles Network for all Tiles besides ERT

192.168.28.0/22 = Dynamic Services Network for BOSH Director-managed service tiles

= =4 =4 =4

Note: Pivotal Cloud Foundry on vSphere Reference Architecture shows an additional network called
IsoZone##. The NSX Cookbook does not reference this network, so this document does not deploy the
IsoZone network. If you would like to, that would require some additional configuration including another
Logical Switch in VMware NSX.

The internal gateway for each network should be set to the .1 IP address in each of the above networks. In
our example, the PCF deployment network internal gateway would be 192.168.10.1. Add these IPs to the
Deployment Checklist item #s 12A-12D.

You need to pre-assign one IP in the PCF Deployment Network for Ops Manager. Write this IP in Deployment
Checklist item #8.

You need to pre-assign eight IPs in the Deployment Network for Elastic Runtime Tile because, by default,
PCF deploys:

1 Three GoRouters
1 Three Diego Brains
1 Two ERT-MySQL-Proxies

Write three IPs in Deployment Checklist item #9A-9C for the GoRouters. Write three IPs in Deployment
Checklist item #10A-10C for the Diego Brains. Write two IPs in the Deployment Checklist item #11A-11B for
the ERT-MySQL-Proxies.
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vmware: vSphere Web Client #=

Gy

HOl'l’!Q

1 Navigator

Home \

Inventories

[54 vCenter Inventory Lists >

§J Hosts and Clusters > l% @

>

&) Vs and Templates > vCenter Hosts and Wis and

£ Storage > Inventory Lists Clusters Templates

€ Networking >

[ Policies and Profiles > o' @

(_J vRealize Orchestrator > =
Hvbrid Cloud Manager VvRealize Hybrid Cloud Networking &

@ Hyo J > Orchestrator Manager Security

558 Networking & Security >

1. InVMware vSphere Web Client, click Networking & Security.

vmware: vSphere Web Client  #=

41 Logical Switches

<4 Hosts and Clusters Lo} NSXManager: [ 10.10.87.30 |~
‘ Networking & Security .
‘

S5 NSXHome Virtual Wire D

£X) Dashboard

{2k Installation

| % Logical Swilches
T NSXEdges

P Firewall

[= SpoofGuard

&% Service Definitions

JZf Senvice Composer
~ Tools
Flow Monitoring
[8 Activity Monitoring
[’ Endpoint Monitoring
8 Traceflow
« Networking & Security Inventory
5 NSX Managers >

i

Segment ID

Transport Zone

2. Click Logical Switches and then click the green +.
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T Edit (7) B '

S

Mame: # | Infrastructure_192 168.10.0/26
Description: PCF Deployment Metwark
Replication mode: () Multicast
Murticast on Physical network used for VXLAN conitrof plane.
(#) Unicast

VXLAN control plane handled by NSX Controller Clusfer.
() Hybrid
Optimized Unicast mode. Offloads focal traffic replication to physical nefwork,

[] Enable IP Discovery
[] Enable MAC Learning

OK H Cancel

st

3. Onthe Edit screen, do the following:

a. Inthe Name box, type the first switch name. In our example, we used
Infrastructure_192.168.10.0/26.
b. In our example, the description is PCF Deployment Network.
c. Unicast and Enable IP Discovery are already selected by default.
4. Click OK.
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13

a Edit (?) W

Mame: %  Deployment_192 168.20.0/22
Description: Deployment Network for Elastic Runtime Tile
Replication mode: () Multicast

() Hybrid

Optimized Unicast mode. Of

[w] Enable IP Discovery
[[] Enable MAC Learning

5. Click the green + again to create the next logical switch.

6. Inthe Name box, type the next switch name. In our example, we used Deployment_192.168.20.0/22
with description of Deployment Network for Elastic Runtime Tile. Again, Unicast and Enable IP

Discovery are selected by default.
7. Click OK.
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1M

7 Edit o
Name: x| CF_Tiles_192 16824 022
Description: CF Tiles Metwork for all Tiles besides ERT

Replication mode: () Multicast
Muiticast on Physical network used for VXLAN conirol plane
(=) Unicast
VXLAN control plane handled by NSX Controfler Cluster.
() Hybrid

Optimized Unicast mode. Offfoads focal traffic replication to physical nefwork.

[ Enable IP Discovery
[[] Enable MAC Learning

l 0K ” Cancel ]

i

Click the green + again to create the next logical switch. In our example, we used
CF_Tiles_192.168.24.0/22 with description of CF Tiles Network for all Tiles besides ERT.

Click OK.
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T Edit 2} »

Name: = Services_192.168.28.0/22

Description: Dynamic Services network for EOSH Director-managed service tiles.

Replication mode: () Multicast
Muilticast on Physical network used for VXLAN conifrol plane.
(=) Unicast
VXLAN control plame handled by NSX Controller Clusfer
O Hybrid
Optimized Unicast mode. Offioads local traffic replication fo physical network.
[w] Enable IP Discovery
[[] Enable MAC Learning

I OK I[ Cancel ]

s

10. Click the green + one more time to create the last logical switch. In our example, we used
Services_192.168.28.0/22 with description of Dynamic Services network for BOSH Director-
managed service tiles.

11. Click OK.

vmware: vSphere Web Client = U | Administrator@VSPHEREG LOCAL ~

Navigator b I Logical Switches
4 Home L0 NSX Manager: [ 10.10.97.30 |~
Networking & Security + 72 XD B S| Gactons~ "5}"“*:7
FH NSXHome Virtual Wire ID Segment 1D Name 1a Status
£% Dashboard = virtualwire-4 5002 E CF_Tiles_192.168.24.0/22 & Normal
g% Installation = virtualwire-3 5000 m Deployment_192.168.20.022 | @ Normal
‘[ = virtualwire-2 5001 5 Infrastructure_192.168.10.0/26 '@ Normal
‘ E NSXEdges == virtualwire-5 5003 g Services_192.168.28.0/22 @ Normal
P Firewall
|| = SpoofGuard

& Service Definitions

Figure 1 View the logical switches on the Logical Switches screen.

After these Logical Switches were deployed, we obtained the VirtualWire names.
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vmware* vSphere Web Client

Navigator

DE

fi=
(i} Home

vCenter Inventory Lists
§J Hosts and Clusters

. [55 vCenter Inventory Lists
[ Hosts and Clusters
VMs and Templates
3 storage

€3 Networking

B Storage

E§ Networking

g Policies and Profiles

{J vRealize Orchestrator
€@ Hybrid Cloud Manager
gﬁ Networking & Security

7 Policies and Profiles

) vRealize Orchestrator
&3 Hybrid Cloud Manager
5 Networking & Security

{0
Cl

&% Administration

Tasks
(g Events

& Tags

Administration

Q New Search

7] Tasks

[ Saved Searches

12. In VMware vSphere Web Client, click Home > Networking.

12

v [l XC-PCF-Datacenter
€ none
g svm-iscsi-pg
€ VM Network
w @& vDSwitch
& DVPortGroup

viriuaiwire-J-sid-

= vDSwitch-DVUplinks-88
£ virtualwire-2-sid-5001-192.168.10.0

2 virtualwire-4-sid-5002-192.168.24.0)

2, vxW-vmknicPg-dvs-88-0-7ed7969e-b41. .

J' Summary [ Monitor Manage Related Objects

Jvirtualwire-2-sid-5001-192.168.10.0|

Port binding:

VLANID:

Static binding
Port aliocation: Hastic

v Distributed Port Group Details

Distributed switch vDSwitch

Network protocol profile --
Hosts 13

Virtual machines 4

13. The name of each virtual wire is available in the left pane, or for the one that is highlighted the names
are also in the right pane. Write down all four of these beside the correct network in the Deployment
Checklist. (Item #s 13A-13D). Our examples are displayed in the image here.
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2.2

Deploying NSX Edge devices

1| NsxEdges

| £ Dashboard
5% Installation
% Logical Switches
_ NSXEdges
] P Firewall
[, SpoofGuard
@ Senvice Definitions
{7 Senvice Composer
v Tools
Flow Monitoring
[d Activity Monitoring
['3 Endpoint Monitoring

58 Traceflow
v Networking & Security Inventory
5 NSXManagers

1. Inthe left pane, click NSX Edges and then click on the green +.

NSXManager: ( 10.10.97.30 (Role: Unknown) | )

] Name
a

i

(st | @0 e

17
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New NSX Edge 2) 0

Y 1 Name and descripion Name and description

2 Settings

Install Type: (o) Edge Services Gateway
3 Configure deployment
4 Configure interfaces
5 Default gateway setfings () Logical (Distributed) Router

6 Firewall and HA

7 Readyto complete Name: % PCF_Edge

Hostname:

Description:

Tenant:

[] Deploy NSX Edge

[/] Enable High Availability

2. On the New NSX Edge screen, do the foIIowirig:

a. Nextto Install Type, select Edge Services Gateway.
b. Inthe Name box, give it a name. In our example, we used PCF_Edge.
c. Select the boxes to Deploy NSX Edge and Enable High Availability.
d. Click Next.
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New NSX Edge (2)

+ 1 Name and description Settings

2 Setfings
3 Conf o sit CLI credentials will be set on the NSX Edge appliance(s). These credentials can
S OREGUES CERIOWNEN] be used to login to the read only command line interface of the appliance.

4 Configure interfaces -
- User Name: = admin

5 Default gateway seffings

Password: ¢ | FRRRRRRRRRRARRRARRRR
6 Firewalland HA

Confirm password: = | *rrssrxrrxxsssxxazs
7 Readyto complete

[[] Enable SSH access
[C] Enable FIPS mode

[] Enable auto rule generation

Enable auto rule generation, to automatically generate service rules to allow flow of
control traffic

Edge Control Level Logging | EMERGENCY [+ ]

3. On the Settings screen, do the following:

a. Add a username and password. Write down your username and password in the Deployment
Checklist item #26.
. Enable auto rule generation is selected by default.
c. Click Next.
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4. On the Configure deployment screen, do the following:

a. Inthe Datacenter drop-down list, select your datacenter
b. Nextto Appliance Size, select Large or greater.
c. To add an Edge appliance, click the green +.
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