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1 Executive Summary 

1.1 Solution description 
VMware Cloud Foundation (VCF) on VxRailÊ is a Dell Technologies and VMware jointly engineered 

integrated solution. It contains features that simplify, streamline, and automate the operations of your entire 

Software-Defined Datacenter (SDDC) from Day 0 through Day 2. The new platform delivers a set of software-

defined services for compute (with vSphere and vCenter), storage (with vSAN), networking (with NSX), 

security, and cloud management (with vRealize Suite) in both private and public environments, making it the 

operational hub for your hybrid cloud.  

VCF on VxRail provides the simplest path to the hybrid cloud through a fully integrated hybrid cloud platform 

that leverages native VxRail hardware and software capabilities and other VxRail-unique integrations (such as 

vCenter plugins and Dell EMC networking). These components work together to deliver a new turnkey hybrid 

cloud user experience with full-stack integration. Full-stack integration means you get both HCI infrastructure 

layer and cloud software stack in one complete automated life-cycle turnkey experience. 

1.2 Solution version reference 
This guide supports the major software release 4.0 of VMware Cloud Foundation, and major software release 

7.0 of VxRail. The specific versions of the software stack supported for the major versions of VMware Cloud 

Foundation on VxRail covered in this guide can be found in the support matrix at VMware Cloud Foundation 

4.x on VxRail Support Matrix 

1.3 Document purpose 
This guide provides detailed guidance for the initial deployment of a VCF on VxRail solution in a data center. 

It outlines the tasks and processes one should expect and prepare for from the planning and design phase 

through deployment of the solution. The guide also serves as an aid in helping determine a configuration that 

meets your business and operational objectives.  

1.4 Intended audience 
This planning and preparation guide is intended for cloud architects, network architects, and technical sales 

engineers who are interested in the planning, designing and deployment of the VMware Cloud Foundation on 

VxRail solution to meet business and operational requirements. Readers should be familiar with VMware 

vSphere, NSX, vSAN, and vRealize product suites in addition to general network architecture concepts. 

https://dl.dell.com/content/docu98332_VMware_Cloud_Foundation_4.x_on_VxRail_Support_Matrix.pdf
https://dl.dell.com/content/docu98332_VMware_Cloud_Foundation_4.x_on_VxRail_Support_Matrix.pdf
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2 VMware Cloud Foundation on VxRail Product Overview 
The VMware Cloud Foundation on VxRail solution is integrated end-to-end to fully enable a software-defined 

cloud platform that is designed for the rapid deployment of physical resources into managed consumption 

pools, and for the provisioning of these resource pools on-demand to meet flexible and resilient workload 

requirements. 

VxRail provides the physical resource foundation for the cloud delivery platform. VxRail is a set of specially 

engineered and manufactured compute nodes that when logically bound together after initial configuration, 

represent a single managed cluster for virtual workloads.  

 

 VxRail cluster representing a pool of virtual resources 

VxRail integrates software products from VMware with custom software engineered from Dell Technologies so 

that the physical compute, memory, network, and storage resources are placed under a virtualization layer to be 

managed and controlled as an adaptable pool of resources. The physical disk devices on each VxRail node are 

encapsulated under the virtualization layer to create a single consumable data store for the virtual workloads. In 

addition, a virtual switch is created during initial configuration and distributed across the entire VxRail cluster. 

The Ethernet ports on each node are placed under the virtualization layer to enable connectivity between virtual 

machines on the VxRail cluster, and to enable connectivity to end-users.   

When integrated with VMware Cloud Foundation, the VxRail cluster is positioned as an individual building block 

to supply compute resources for consumption in Cloud Foundation virtual workloads. Cloud Foundation allows 

users to dynamically allocate and assign VxRail clusters into individual consumption pools, known as Virtual 

Infrastructure (VI) workload domains. A VI workload domain represents the logical boundary of consumable 

resources, and all functionality within these boundaries is managed through a single vCenter instance. Under 

this model, VI workload domains can be planned and deployed to support the distinct requirements of individual 

organizations or a set of applications. 
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 VxRail clusters as building blocks for Cloud Foundation virtual workload consumption 

The resources of individual VI workload domains can be expanded through the addition of individual nodes into 

a VxRail cluster, or through the addition of an entire new VxRail cluster into a VI workload domain. The physical 

resources are automatically added to the VI workload domain pool upon completion of this event. 

The networking resources for each VI workload domain are also logically segmented, so that the distinct 

requirements for a set of applications can be individually managed. With the layering of the VMwareôs Cloud 

Foundation software stack on VxRail virtual switches, enterprise networking features such as routing, VPN, and 

security from NSX-T are embedded and enabled into each VI workload domain. 

 

 Cloud Foundation VI workload domains with fully virtualized resources 
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With support for NSX-T logical routing, virtual machine traffic that previously had to pass through to the physical 

network can now traverse the virtual network when established on a Cloud Foundation on VxRail VI workload 

domain.  

Virtual machines running will connect to the network using a logical switch in a Cloud Foundation domain. Cloud 

Foundation on VxRail supports the linking of these virtual switches into an extended logical network, known as 

a segment. This allows virtual machines in different VI workload domains to connect to each other through this 

extended switch fabric. 

 

 Virtual machines connected to an extended logical network with routing services 

If a virtual machine requires routing services, the extended logical switch, or segment, can use routing services 

within the virtual network. To support connectivity outside of the virtual network, the virtual routing services will 

form a peer relationship with existing upstream physical routers in the data center to form a seamless 

connection between the physical and logical networks.  
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3 VMware Cloud Foundation on VxRail Deployment  
The Cloud Foundation on VxRail cloud platform in a data center will have a transformational effect on the way 

IT resources are delivered to support applications and users. The deployment of a Cloud Foundation on VxRail 

cloud platform in your environment involves careful and deliberate planning and preparation to ensure an 

efficient and seamless deployment experience. 

The Cloud Foundation on VxRail deployment lifecycle starts before a purchase order is issued. In the initial 

phase, the business and operational requirements are captured and applied toward the overall solution. The 

requirements process captures the use cases for the planned Cloud Foundation on VxRail deployment. At this 

stage, decisions can be made about requirements such as site locations and availability. In addition, various 

organizations and business units are aligned with their application requirements to propose a high-level design. 

Dell Technologies specialists work jointly with the account team at this stage of the effort.  

After acceptance of a high-level design and proposal, technologists and subject matter experts will join the 

effort. The applications and virtual machines targeted for the Cloud Foundation on VxRail platform are used in a 

sizing exercise to produce a detailed VxRail infrastructure bill-of-materials needed to support the planned 

workload.  

 

 Anatomy of a Cloud Foundation on VxRail deployment experience 

Also, during this phase, the dependencies between the planned sets of applications for Cloud Foundation are 

analyzed, and used to produce a high-level network design. These requirements are then used as the baseline 

in the planning efforts for the upstream external network and for the virtual networks in the management 

workload domain and the VI workload domains. 
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3.1 VMware Cloud Foundation on VxRail network and workload planning  
At this point in time, decisions are made on the overall Cloud Foundation architecture based on best practices 

and use case requirements: 

¶ Resource consumption on the management workload domain depends on decisions made 

regarding network connectivity for the workload domains. A new workload domain can either 

leverage existing NSX-T management virtual appliances deployed in the management workload 

domain, or new NSX-T management virtual appliances need to be deployed to support networking 

requirements. Capacity must be reserved in instances where additional NSX-T virtual appliances 

will be deployed. 

¶ The default size of the NSX-T management virtual appliances deployed during Cloud Foundation 

initial deployment is adequate for most workloads. An expansion of virtual machine workload or the 

enablement of additional networking services can impact NSX-T management resources, and 

impose constraints on the management workload domain if there is a lack of resource capacity. 

¶ For smaller, less impactful workload requirements, a consolidated architecture can be considered. 

A consolidated architecture does not support additional domains beyond the management workload 

domain, which means the resources for Cloud Foundation management and all application 

workloads are shared in a single management workload domain. This option should be considered 

only if the sizing exercises show a consolidated architecture can be supported, including plans for 

future growth. 

Once the decisions have been made on workload and network planning, the work effort transitions to a 

professional services engagement. This planning and design phase will commence while awaiting equipment 

delivery from Dell Technologies manufacturing to your site locations. The solutions architect will walk through 

the deployment process using information gathered in the initial planning phase, and capture the detailed 

design and configuration settings for the initial deployment of Cloud Foundation on VxRail. 

The design and configuration settings will include the properties for the planned VxRail clusters and the Cloud 

Foundation Cloud Builder virtual appliance, a tool that is used in initial deployment of Cloud Foundation on 

VxRail. The solutions architect will also perform a validation of the data center environment based on the 

captured configuration settings to make sure all the prerequisites have been met. 

If a requirement is the future deployment of the vRealize management software to support workload and 

application requirements, the solutions architect will need to capture additional configuration settings for the 

Application Virtual Network. The Application Virtual Network (AVN) provides connectivity to the external network 

for Cloud Foundation on VxRail during initial deployment. The deployment of vRealize Suite Lifecycle Manager 

on the management workload domain, the tool which downloads and deploys the vRealize management 

software, depends on the Application Virtual Network. 
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 SDDC Manager uses AVN to download and deploy vRealize Suite Lifecycle Manager 

If Dell Technologies is responsible for the configuration of the switches enabling network connectivity for the 

Cloud Foundation on VxRail infrastructure, those services will be performed after the networking hardware is 

installed and cabled in the data center. This work effort will include configuring uplinks to the data center 

network. The VxRail clusters and VMware Cloud Foundation are dependent on the supporting network 

infrastructure to be properly configured, and for all required data center and network services to be properly 

configured, before actual deployment. 

3.2 VMware Cloud Foundation on VxRail initial deployment 
The next phase is the deployment process of the VxRail cluster targeted for the Cloud Foundation management 

workload domain. It is built using the information captured during the planning and design phase.  

The next step is to deploy the Cloud Foundation Cloud Builder virtual appliance on the VxRail cluster. The 

configuration settings captured from the planning and design phase are fed into the Cloud Builder virtual 

appliance, which automates the deployment of the Cloud Foundation software onto the VxRail cluster. This 

creates the Cloud Foundation management workload domain, and deploys the virtual machines required to 

support the management workload domain. If a use case requirement is for the future deployment of the 

vRealize software suite, Cloud Builder will deploy two NSX-T Edge virtual appliances into the management 

workload domain to support upstream connectivity for the Application Virtual Network. 

 Overview of Cloud Builder automatic deployment of virtual appliances for a basic Cloud 
Foundation management workload domain  
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 Overview of Cloud Builder automatic deployment of virtual appliances for a Cloud 
Foundation management workload domain to support the Application Virtual Network 
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4 VMware Cloud Foundation on VxRail Workload Domains  
Once Cloud Builder has completed the initial phase of deploying the Cloud Foundation management workload 

domain, the next phase is the deployment of the Cloud Foundation VI workload domains to support use cases 

and workload requirements, with the exception being the single-domain consolidated architectures. For this 

phase, a VI workload domain is initialized using SDDC Manager with initial configuration settings. Next, the 

underlying VxRail cluster or clusters to support the workload domain are deployed. Then as a final step, the 

VxRail cluster or clusters are assigned to the VI workload domain.  

The initialization of a VI workload domain lays down the basic foundation for the future deployment of virtual 

machines and their network interconnections. SDDC Manager can also deploy a workload domain to address a 

specific use case. This action, depending on the option, can alter the pre-requisites and requirements that need 

to be addressed before configuring the workload domain. 

This section provides an overview of the workload domains that can be created with Cloud Foundation on 

VxRail to address specific use cases, and raise awareness of the impact these choices have on the planning 

and preparation phase. The specific details on how to implement a VI workload domain for a specific use can 

be found in the Cloud Foundation documentation on the VMware support site: VMware Cloud Foundation 

Documentation. 

 

 Solutions layers on Cloud Foundation for VxRail 

4.1 NSX-T Management options for VI workload domain 
With each new VI workload domain, there is the option to deploy three new NSX-T management virtual 

appliances to manage network requirements, or to reuse existing NSX-T managers. The use cases that trigger 

this decision include: 

¶ Test/Development or pre-production workloads that do not use the production network 

https://docs.vmware.com/en/VMware-Cloud-Foundation/index.html
https://docs.vmware.com/en/VMware-Cloud-Foundation/index.html
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¶ Applications in the workload domain have an NSX-T version dependency 

¶ Applications that require more isolation and security 

¶ Cloud Foundation deployments that have a multi-tenant workload requirement 

¶ A new VLAN-backed transport zone is required 

If a new set of NSX-T management virtual appliances is planned for the management workload domain, the 

following points must be considered: 

¶ Each NSX-T manager has a resource reservation of 48 GB of memory 

¶ NSX-T managers are subject to vSphere HA admission control 

¶ NSX-T manager virtual appliances can be CPU intensive depending on workload activity 

 

 VI workload domain deployment using existing NSX-T managers 

 
Overview of initial deployment of NSX-T based VI workload by SDDC Manager 

4.2 vRealize software option for VI workload domains 
If the use case requirements for any Cloud Foundation VI workload domains include the vRealize software 

suite, plan for the vRealize management virtual appliances to require resources in the management workload 

domain.  
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 vRealize management virtual appliances in management workload domain 

4.3 vSphere with Kubernetes workload domains 
SDDC Manager supports VI workload domain configurations that will provide the infrastructure foundation 

required by vSphere with Kubernetes. A VI workload domain configured for Kubernetes transforms the vSphere 

platform into a platform for running Kubernetes workloads natively on the hypervisor layer. If there is a use case 

requirement for vSphere with Kubernetes, the following items need to be considered: 

¶ All of the nodes in the VxRail cluster supporting the VI workload domain must have a vSphere with 

Kubernetes license 

¶ An NSX-T edge cluster must be deployed on the VI workload domain targeted for vSphere with 

Kubernetes 

 

 Virtual appliances deployed for VI workload domain for vSphere with Kubernetes 

¶ The NSX-T edge cluster will require connectivity upstream using eBGP. Plan on preparing the 

upstream network for BGP peering and route distribution. 

¶ Additional IP addresses specific for vSphere with Kubernetes will be required when the VI workload 

domain is configured.  

-  Non-routable subnet for pod networking (minimum /22) 

-  Non-routable subnet for service IP addresses (minimum /24) 

-  Routable subnets for ingress and egress for the NSX-T edge cluster (minimum /27). 
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5 Data Center and Network Requirements 
Your data center environment must meet certain requirements to support the deployment of Cloud Foundation 

on VxRail. Before the product is delivered, Dell Technologies will review these prerequisites with you to ensure 

compliance. 

5.1 Data center rack space requirements 
The Cloud Foundation on VxRail platform is a consolidated, self-contained architecture, as there is no 

requirement for external storage to support workload. Furthermore, there is the expectation that network traffic 

will migrate onto the virtual network within the VI workload domains, which might free up physical space 

occupied by excess physical network equipment. 

The amount of rack space required for the VxRail nodes depends on the models you select to support your 

Cloud Foundation on VxRail platform. Dell Technologies will go through a sizing exercise to produce a bill of 

materials of the VxRail nodes needed to support your requirements.  

 VxRail Node Rack Space 

VxRail Model Rack Units Power Supply Plug Type 

E-Series 1 750 W, 1100 W C14 

P-Series 2 1100 W, 1600 W C14 

S-Series 2 1100 W, 1600 W C14 

V-Series 2 2000 W C20 

G-Series 2 2000 W, 2400 W C20 

The amount of rack space required for the supporting physical network depends on the network topology 

selected for the Cloud Foundation on VxRail deployment. The most common network topology is leaf-spine, so 

plan on additional rack space for the switches. 

5.2 Data center networking 
You can either bundle a Dell network infrastructure with your Cloud Foundation on VxRail for a single source 

solution, or acquire, implement, and configure your own supporting network. If you choose a network 

infrastructure based on Dell network switches, your Dell Technologies specialist will work with you to design the 

network that meets the requirements for your specific Cloud Foundation on VxRail deployment. Regardless of 

which option you choose, your network infrastructure must support certain requirements for Cloud Foundation 

on VxRail. 

5.3 Switch port capacity 
Cloud Foundation for VxRail will support two or four Ethernet connections per node into your supporting 

physical network. For the two-port node option, all Cloud Foundation and NSX-T traffic is consolidated onto the 

two ports. With the four-port node option, the vMotion and vSAN network traffic are moved to the second pair of 

ports. For fault protection, each node port connects to a separate physical switch. 
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 VxRail node 2 port or 4-port network connections 

Once Cloud Foundation on VxRail is deployed, the network traffic cannot be migrated onto other node ports if 

the two-port deployment option is selected. Ensure there is sufficient networking capacity for the planned 

workload before Cloud Foundation on VxRail deployment if the two-port option is selected. 

5.4 Switch port type 
VxRail nodes can support either SFP+ or RJ45 network connections. The ports on the physical switch 

supporting your Cloud Foundation on VxRail cloud platform must match the network type on the VxRail nodes. 

5.5 Jumbo Frames 
NSX-T depend on extending the standard Ethernet frame beyond the default 1500 bytes to support the 

tunneling of virtual machine traffic over the physical network in Cloud Foundation on VxRail. NSX-T depends on 

the GENEVE (GEneric NEtwork Virtualization) standard, which requires an MTU size of 1600 or higher to 

support the encapsulation of virtual machine traffic and provide the additional required header space. The 

physical network supporting Cloud Foundation on VxRail must support the ability to increase the MTU size to 

support tunneling. 

 

 NSX-T extended frames 

5.6 Multicast 
VxRail depends on IPV6 multicasting to support device discovery during the cluster build operation and node 

expansion. The IPV6 is a private network isolated within the switches supporting the VxRail cluster in order to 
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limit the impact on the data center network. Enabling MLD snooping and snooping querier is recommended on 

the physical switch to optimize multicast traffic.  

5.7 Border Gateway Protocol 
Cloud Foundation on VxRail leverages NSX-T edge gateways to serve as the boundary point between the 

physical and virtual networks. This gateway is the passageway for traffic external to the data center to 

communicate with the virtual workload running on Cloud Foundation on VxRail. To enable routing between the 

physical and virtual networks, the upstream physical network must support Border Gateway Protocol. The NSX-

T edge gateways require BGP adjacency to peer with upstream routing services.  

 

 Physical and virtual route peering with Border Gateway Protocol  

5.8 Hardware VTEP for multi-rack deployments 
Dell Technologies recommends selecting network switches that support hardware-based Virtual Tunnel 

Endpoints (VTEP) for multi-rack deployments. This feature is beneficial for customers expecting to deploy 

VxRail clusters over multiple racks, and do not want to extend the Layer 2 networks across racks. This feature 

is also beneficial in avoiding a rack being single point of failure, as the virtual machines in the management 

workload domain can migrate between racks without the need to change the IP address.  

The feature supports the bridging of Layer 2 network traffic VxRail nodes in different racks through packet 

encapsulation and decapsulation on a Layer 3 overlay network. This feature optimizes VxRail network traffic 

across racks in a multi-rack cluster by eliminating the need to route through upstream routing services. 

 

 VTEP tunnel network supporting multi-rack deployment 










































































































