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Abstract

This white paper introduces and describes Dell PowerStore Manager.
PowerStore Manager is a web-based solution that provides an easy-to-
use interface for management actions and monitoring operations which
are crucial to an organization’s needs.
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Introduction

PowerStore

This white paper provides an overview of the Dell PowerStore platform user interface,
PowerStore Manager, which enables management and monitoring of PowerStore clusters
and associated appliances.

For hardware and high-level software details about PowerStore appliances, see the white
paper Dell PowerStore: Introduction to the Platform.

This white paper is intended for IT administrators, storage architects, partners, and Dell
Technologies employees. It is also intended for any other individuals that are involved in
the evaluation, acquisition, management, operation, or design of a Dell Technologies
networked storage environment using PowerStore.

Date Description

April 2020 Initial release: PowerStoreOS 1.0

December 2020 Updated for PowerStoreOS 1.0 SP3;
AD/LDAP section added

April 2021 Updated for PowerStoreOS 2.0

January 2022 Updated for PowerStoreOS 2.1; template
update

July 2022 Updated for PowerStoreOS 3.0

October 2022 Updated for PowerStoreOS 3.2

Dell Technologies and the authors of this document welcome your feedback on this
document. Contact the Dell Technologies team by email.

Authors: Robert Weilhammer, Ryan Meyer, Andrew Sirpis

Note: For links to other documentation for this topic, see the PowerStore Info Hub.

PowerStore achieves new levels of operational simplicity and agility. It uses a container-
based microservices architecture, advanced storage technologies, and integrated
machine learning to unlock the power of your data. PowerStore is a versatile platform with
a performance-centric design that delivers multidimensional scale, always-on data
reduction, and support for next-generation media.

PowerStore brings the simplicity of public cloud to on-premises infrastructure, streamlining
operations with an integrated machine-learning engine and seamless automation. It also
offers predictive analytics to easily monitor, analyze, and troubleshoot the environment.
PowerStore is highly adaptable, providing the flexibility to host specialized workloads
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PowerStore
Manager

Terminology

Introduction

directly on the appliance and modernize infrastructure without disruption. It also offers
investment protection through flexible payment solutions and data-in-place upgrades.

For most technology products available today, simplicity and ease of use are some of the
top priorities. For PowerStore appliances, PowerStore Manager addresses these priorities
by providing an easy-to-use and simplified management interface for IT generalists, while
simultaneously providing advanced features for storage administrators. PowerStore
Manager allows administrators to easily configure storage resources from their
PowerStore appliances to meet the needs of their applications, hosts, and users.

The PowerStore Manager provisioning workflows simplify management by using best
practices and recommended default values. These abilities help optimize system
performance and minimize the overall costs of using and maintaining the system. Manage
provisioned resources easily by using the intuitive filtering options to sort and view data to
the user. PowerStore Manager can easily identify failed and faulted components through
graphical representations of the system. PowerStore Manager also offers a wide range of
Dell Technologies support options, directly from the user interface, to assist
troubleshooting.

The following table provides definitions for some of the terms that are used in this
document.

Table 1. Terminology
Term Definition
Appliance Solution containing the base enclosure and any attached

expansion enclosures.

Base enclosure

Enclosure containing both nodes (node A and node B) with 25
x NVMe drive slots in the front.

Cluster

One or more appliances in a single grouping and management
interface. Clusters are expandable by adding more appliances
to the existing cluster, up to the allowed amount for a cluster.

Expansion enclosure

Enclosures that can be attached to a base enclosure to
provide additional storage.

NVMe over Fibre Channel
(NVMe/FC)

Protocol used to perform Non-Volatile Memory Express
(NVMe) commands over a Fibre Channel network.

NVMe over TCP (NVMe/TCP)

Protocol used to perform Non-Volatile Memory Express
(NVMe) commands over an Ethernet network.

Fibre Channel protocol

Protocol used to perform Internet Protocol (IP) and SCSI
commands over a Fibre Channel network.

File system

Storage resource that can be accessed through file-sharing
protocols such as SMB or NFS.

Internet SCSI (iISCSI)

Provides a mechanism for accessing block-level data storage
over network connections.

Network attached storage
(NAS) server

File-level storage server used to host file systems. A NAS
server is required to create file systems that use SMB or NFS
shares.
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Appliance discovery

Term Definition

Network File System NFS) Access protocol that allows data access from Linux or UNIX
hosts on a network.

Node Component within an appliance that contains processors and
memory. Each appliance consists of two nodes.

Representational State Set of resources (objects), operations, and attributes that

Transfer (REST) API provide interactive, scripted, and programmatic management

control of the PowerStore cluster.

Server Message Block (SMB) | Network file-sharing protocol, sometimes referred to as CIFS,
used by Microsoft Windows environments. SMB provides
access to files and folders from Windows hosts on a network.

Snapshot Point-in-time view of data stored on a storage resource. A user
can recover files from a snapshot or restore a storage resource
from a snapshot.

VMware vSphere Virtual A VMware storage framework which allows VM data to be
Volumes (vVols) stored on individual Virtual Volumes. This ability allows for data
services to be applied at a VM-level of granularity and
according to SPBM. Virtual Volumes can also refer to the
individual storage objects that are used to enable this
functionality.

Appliance discovery

Introduction When the PowerStore system base enclosure and optional expansion enclosures are
installed and powered on for the first time, configure the system in one of the following
ways:

e Direct connection: This is the recommended procedure and requires that you
are physically present in the data center or lab where the base enclosure is
installed.

e Remote connection: Use this procedure if you do not have access to the base
enclosure. Use the PowerStore Discovery Utility tool for initial discovery and
launching of the Initial Configuration Wizard.

For more information about network configuration, see the PowerStore Planning Guide
and PowerStore Installation and Service Guide at dell.com/powerstoredocs.

Discovery with The preferred method for configuration is to physically connect a workstation to the

service port service port on node B of the PowerStore appliance. A static IP of 128.221.1.249 and
subnet mask 255.255.255.0 is set on the workstation. You can log in to PowerStore and
begin the Initial Configuration Wizard by directing a browser to 128.221.1.251.
PowerStore systems running on versions previous to PowerStoreOS 3.0 require a
connection to node A service port and directing the browser to 128.221.1.250.

For instructions and prerequisites for the direct-connect method, see the PowerStore
Quick Start Guide at dell.com/powerstoredocs.
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Discovery with
static IP address

Discovery with
remote
connection

Appliance discovery

If not using the recommended direct-connect method, you can discover PowerStore T and
PowerStore X model appliances running PowerStoreOS 1.0.3 and higher using a
predefined static IP address. The user must set their workstation to an IP address in the
169.254.0.x/16 range which has access to the same network (untagged/native VLAN) that
the PowerStore management ports are plugged into. After an IP on the workstation is set,
the user can navigate using a browser to one of the predefined Static IP addresses below
to start the Initial Configuration Wizard.

https://169.254.0.10
https://169.254.0.20
https://169.254.0.30
https://169.254.0.40
https://169.254.0.50

For more information about static IP discovery, see the documents PowerStore: Network
Planning Guide and Dell PowerStore: Introduction to the Platform.

As a third method, you can install the Discovery Utility application on a supported
Microsoft Windows or Linux host for remote discovery and configuration. After the
Discovery Utility is installed, open the application as shown in Figure 1. When the
PowerStore system has been discovered, step through the HTMLS5 based Initial
Configuration Wizard to complete configuration.

For more information about PowerStore system and network setup before running the
Discovery Utility, see the white paper Dell PowerStore: Introduction to the Platform.

The following list shows supported Windows and Linux hosts:
e Windows:
o Windows 7, 8, and 10
e Linux:
o Linux Mint 18 or later
o Ubuntu 18.04 or later
o SUSE Linux Enterprise Desktop 15 or later

Dell PowerStore Manager Overview
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Appliance discovery

| @ Discovery Too! - o x

| PowerStore Discovery Utility HY )

Welcome to PowerStore Discovery Utility!

This utility helps you to scan and discover unconfigured appliances in the network and launch the initial
configuration process to create a PowerStore cluster.
Before you begin, do the following on your workstation:

1. Connect to the network.

Show me how.

2. Temporarily disable your wireless networks.

3. Temporarily disable security applications such as antivirus and firewall software.

how me how

Scan appliances

Show manual discovery procedure

Figure 1. PowerStore Discovery Utility

When the PowerStore system is connected properly to the network and the network is
configured correctly, you can click Scan appliances in the PowerStore Discovery Utility.
Doing this action automatically scans the network for available PowerStore systems, both
unconfigured and configured. If the appliance is not discovered successfully, try the steps
that are listed in Figure 1, such as temporarily disabling wireless networks, security
applications, and firewalls. Figure 2 shows an example of discovered unconfigured
appliance.

® Discovery Teal - o *

PowerStore Discovery Utility

| Appliances ) SCAN AGAIN

Select the appliances you want to add to a new or existing cluster.

3RR42W2 PowerStore 1000X
CPR42W2 PowerStore 7000T
Figure 2. PowerStore Discovery Utility (unconfigured appliances)
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Appliance discovery

After one or more appliances are selected, a Create Cluster button appears in the bottom
right of the tool as shown in Figure 3. Click this button to start the process of creating a
new cluster or add to an existing cluster using the selected appliances.

@ Discovery Tool - u] *
.
‘ PowerStore Discovery Utility : 9
Appliances © scar

Select the appliances you want to add to a new or existing cluster
RR42 owersto: X
CPR42W2 PowerStore 7000T

1 Appliance selected CREATE CLUSTER

Figure 3. PowerStore Discovery Utility > Create Cluster

A notification message states that you will be leaving the discovery tool and that
PowerStore Manager will launch in a browser window. An example is shown in the
following figure.

@ Discovery Tool - o X

Almost there!

To complete the process, you will now be leaving the Discovery Utility. PowerStore Manager will launch in a browser window where you will complete the initial
configuration process.

Please stay connected to the hardware until the configuration is complete.

Continue

Figure 4. Leaving Discovery Tool

Dell PowerStore Manager Overview
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Appliance discovery

Initial When you launch the Initial Configuration Wizard either through the direct-connect or
Configuration remote-connect options, a browser window tab automatically appears in the default
Wizard Internet browser asking the user to log in to PowerStore. When you log in for the first time,

enter the default credentials of admin for the Username and Password123# for the
Password. The following figure shows an example of the login screen.

PowerStore Manager

> 2022 Dell Inc. or its subsidiaries. All Rights Reserved.

Username

admin

Password

............

Figure 5. PowerStore Manager login screen
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Appliance discovery

After you log in, the Initial Configuration End User License Agreement (EULA) appears, as

shown in the following figure. You must scroll to review the text, check the box next to | accept

this agreement, and click Accept. The following figure shows an example of the EULA

screen.

Initial Configuration

End User License Agreement

Congratuiations on your new Dell EMC purchase!
Your purchase and use of this Dell EMC product is subject ko and governed by the Dell EMC Commercls! Terms of Sele, unless you have s separste wiitien agreement with Dell EMC that specifically apalies Lo your erder, and the Dell End User License Agresment (EULA), which are
each presentad below in the fallowing order

* Commercial Terms. of Sale
End User License Agreement (EULA)

The Commercial Terms of Sake for the United States

By the sct of cic

"l accept” yons agree for re-alfiem your agreement Lo he foregoing terms and conditions. To the extent thal Dell ne. or any Ded Ine.s direct of indirect subsidiary ("Dell"}is

below and are sl atth that corresponds to the country in which this product was purchased

applicable law 16 have

16 anct refects sl adcitional of inconsistent terms that may be contained in sny or other connection with your order; and (1) Ded assent that the and conditions shat
exclusively control
IF YOU DO NOT AGREE WITH THESE TERMS, DO NOT USE THIS PRODUCT AND CONTAET YOUR DELL REPRESENTATIVE WITHIN FIVE BUSINESS DAYS TO ARRANGE A RETURN.

Commercial Termsof Sale

These Commercial Terms of Sake ('CTS") apply o orders for hardware, softw
0 8 scparate written agreement that apples to Customer's orders for specific prodkucts or services, i which case, the separate written agreement governs Customer's purchase and use of such specfic products or services.

entered

e, and services by direct commercial and pubsc sector purchasers and 1o commercial end-users who purchase throush a reseller (“Customer), unless Customer and Supplers (Gefined below) have

The term "supplier(s)” means, 35 appacable:

EMC Corporation CEMC™)
176 South Street
Hopkinton, Massachuselts 01748

ang
Dell Marketing LP. ("Del)

Legal Notices
Dell_Legal NoticasizDell com

1 Sublect Matter and Parts of CT

11 Scope. This CTS governs Customer's procurement and Suppher's provisioning of Products, Services and Third Party Products (f applicable) (collectivel
12 Products and Services. “Products* are either. () Suppier-branded IT hardware products ("Equipment®) or (i) Suppler-branded generally available software, whether microcode, firmwiare, operating systems or appications ("Software", "Service:
Service aferngs for maintenance and Supnort of Promucts [

iy "Offerings™), for Customer’s own nt

use.

are: (a) Supplier's standard
ana any other services that are not SUPPa Services CProfessional Services?). *TRirg Party PTOGUCS” Means hargware. Software. Droducts. or services

depioyment, impi

that are net “Def” or “Dell EMC” branded. Products exchude Services and Third Party Products
1.3 Framewarc This CTS consists of the main body with the terms and conditions applicable to = Offerings that are in scope, a5 may be supplemented by addtional schedules, conlaining terms appcable to allor only specific Offerings and shall form an nlegral part of this CTS

("Scheaule(s)). This

S does not establish & commitment of CusIomer Lo procure, nor an obigation of Supplier or Affiliate Lo supply, any Offerings uniess the parties have agreed on an Order (a5 delined below).

14 Affiiales. Transactions under this CTS may also involve Dell Inc. or Dellnc's direct or indirect subsidiaries CAllistes").

2 Quoting snd Order

5

21 Process. Customer or its Alfiate:s based in the 321

country ss Customer s purchased), either i the form of & wiitten quotition or orline s ww dell com or any other online process (Quste™)

s request a quote from Suppler or its Affiiate (depending on the Offer

susch Quote and, if spplicale, coniract code, (i) exsculi
by Supplber; unless. Suppier has already otherwise ccepted an order, shipment of the Offerngs shall be deemed Suppler

Figure 6.

date of the

¥ Fesources, increase i he cost of manulacturing, or ather factors. Customes may order the Off
v Supslier ar Affliate order forms; () ordering coline through sither clber : or (1) ordering the

reseler, Orclers. sre subject to credit spproval and sre subject 1o scceptance

cceptance of the order. An accepled order is hereinstler referred Lo s an "Order * Supplier

| accent this agreement

PowerStore Discovery Utility > EULA

After you accept the EULA, the Infrastructure Telemetry Notice appears. If you choose to
accept the notice, click Next.

Initial Configuration

Telemetry Notice @

Figure 7.

Telemetry Notice

INFRASTRUCTURE TELEMETRY NOTICE

f you are acting on behalf of a U.S. Federal Government agency or if Customer has an express written agreement in place staling that no remote support shall be performed for this machine, please stop
attempting to enable the telemetry Collector and contact your sales account representative.

By continuing to enable this Collector, you acknowledge that you understand the information stated below and accept it
Privacy

ion. including limited personal information from our customers in connection with the deployment of this telemetry collector

Dell, Inc and its group of companies may collect, use and share inform
("Collector"). We will collect limited personal data when you register the product or Collector and provide us with your contact details such as name, contact details and the company you work for. For more
information on how we use your personal information, including how to exercise your data subject rights, please refer to our Dell Privacy Statement which is available online at

hitps://www.dell.com/learn/us/en/uscorpl/pok specific-privacy-policy.

s-privacy-cour

Telemetry Collector

This Collector gathers system information related to this machine, such as diagnostics, configurations, usage characteristics, performance, and deployment kocation (collectively, "System Data®), and it
manages th
share it with others. Other than enabiing the Collector to run, you do not have a license to use it. By enabling the Collector. Customer consents to Dell's connection to and remote access of the product
containing the Collector and acknowledges that Dell will use the System Data transmitted to Dell via the Collector as follows (“Permitted Purposes™)

remote access and the exchange of the System Data with Dell Inc. or its applicable subsidiaries (together. "Dell"). This Collector is Dell Confidential Information and you may not provide or

« remotely access the product and Collector to install, maintain, monitor, remotely support, receive alerts and notifications from, and change certain internal system parameters of this product and the
Customer’s environment, in fulfilinent of applicable warranty and support obligations;

« provide Customer with visibility (o its actual usage and consumption patterns of the product.

« utilize the System Data in connection with predictive analytics and usage intelligence to consult with and assist Customer, directly or through a reseller, to optimize Customer's future planning activities
and requirements; and

+ "anonymize” (ie., remove any reference 1o a specific Customer) and aggregate System Data with that from products of other Customers and use such data to develop and improve products

Customer may disable the Collector at any time, in which case all the above activities will stop. Customer acknowledges that this will kmit Dell's abiity and obligations (if any) to support the product

Svstem Data does not include

1o access. view. process. copv. modifv. or handle Customer's business data stored on o in this produs

vice personn

The Collector does not enable Dell or thel

NEXT

PowerStore Discovery Utility > Infrastructure Telemetry Notice

Dell PowerStore Manager Overview
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g% Gueted by: () ssuing 8 Customer purchass order that references

iy 55t an Ordler into separate transactions, each of which will

pecune [SE=24
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Appliance discovery

The Initial Configuration Wizard steps you through the following pages to configure the
PowerStore appliances for the first time:

Telemetry Notice: Provides information about the Dell Telemetry collector and
privacy policy information.

Cluster Details: Enables you to configure the friendly name of the cluster that
appears in the upper-left side of PowerStore Manager and choose the
configuration mode if configuring a PowerStore T appliance. For PowerStore T
appliances, you have the option between the default Unified (SAN and NAS) or
Block Optimized (SAN only) deployment modes. You can optionally add
appliances to the cluster if wanted.

Default Users: Enables you to configure the admin and service user
passwords. The password requirements are listed below. By default, the service
password will match the configured admin password. The user is required to
change the default password for security reasons. Click the Update button after
the passwords are defined, and the Ul issues a notification that the passwords
have been set. The password requirements are as follows:

o Must be 8 to 40 characters

o Must contain at least one upper case letter and one lower case letter
o Must contain at least one numeric character

o Must contain at least one special character (!, @ #$% " ~? )

o Cannot include the single quote (), ampersand (&), space, or non-
English characters

Fault Tolerance: Allows you to select the fault-tolerance level for each
appliance. This determines the number of drives that can fail concurrently on an
appliance without incurring data loss. You can choose single- or double-drive
failure.

Management Network: Enables you to enter the IP addresses and network
information for the management network. For PowerStore T systems running
PowerStoreOS 2.0 and higher, the Storage Network configuration was removed
from the Initial Configuration Wizard. PowerStore Manager recommends that
you set up a Storage Network upon first login. PowerStore Manager access is
only available using the more-secure HTTPS protocol. You can check the
optional box to Enable HTTP redirect to HTTPS for Cluster IP. This will
redirect any HTTP request to the more secure HTTPS protocol.

Infrastructure Services: Allows you to configure DNS and NTP servers, and
optionally configure the physical top-of-rack or out-of-band management switch
credentials for network validation.

vCenter Information (Optional for PowerStore T appliances): Enables you
to configure integration with an existing VMware vCenter cluster and the
PowerStore as a VASA storage provider. On PowerStore X appliances, this
step is required since it adds the internal ESXi hosts to the vCenter inventory.

Cluster Creation: Allows you to review the chosen configuration information,
validate the configuration, and initiate the cluster creation. You can also export
the configuration details from this page. The validation process is automatically

Dell PowerStore Manager Overview
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Appliance discovery

performed as part of the cluster creation process, but you may Validate before
clicking Configure, if wanted. If there are any issues, the wizard notifies you of
the errors and provides guidance to resolve them. The Initial Configuration
Wizard sets up the services to bring up the PowerStore cluster.

e Cluster Login: Once the cluster creation completes, this step allows you to log
in again with your newly created password. Then, you return to the Initial
Configuration Wizard.

e Support & CloudIQ: Allows you to proceed with the default enablement of
Support Connectivity and CloudIQ, or clear the options you do not want to
enable them. Support Connectivity allows you to stay ahead of disruptions with
effortless support and richer insights. CloudIQ requires Support Connectivity to
be enabled. CloudIQ is a single pane of glass for proactive monitoring, machine
learning, and predictive analytics. You must provide contact information for
support (names, email messages, phone numbers). You are also prompted for
the connection type (Connect Directly or Connect via Secure Connect
Gateway). Remote support is also checked by default, which allows authorized
technical support agents to remotely troubleshoot issues over a secure
connection.

e Component Initialization: Allows you to show the components such as Create
Cluster and File Services that must be completed before the PowerStore
cluster is ready. The message All PowerStore components have initialized
successfully is displayed with a green checkmark when this process is
completed.

e Configuration Complete: Provides the notification The PowerStore cluster is
fully configured, and allows you to close the wizard or click Go to PowerStore
Manager.

For more information about the initial discovery process and Initial Configuration Wizard,
see the PowerStore Quick Start Guide and PowerStore: Network Planning Guide at
dell.com/powerstoredocs.

Before you can use the software features on PowerStore appliances, you must install a
proper license. PowerStore provides two options for licensing: Automatic Licensing and
Manual Licensing.

The default option is Automatic Licensing which requires port 443 to be open. If you have
the network port 443 open for the system management ports, the system automatically
connects to Dell Technologies, acquires the appropriate license that is based on the
system service tag, and installs it without any user intervention.

The other option is Manual Licensing. To obtain a license manually, go to the Settings
menu > Licensing page. On the page, the Install License button opens a window which
provides instructions on how to retrieve and upload a license file as shown in the following
figure.

If a license is not installed, the system uses a 30-day free-trial license while the
administrator works to obtain a license. If the 30-day trial period ends before a license is
installed, you are not able to perform management operations. For example, you cannot

Dell PowerStore Manager Overview
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Appliance discovery

create a volume, take snapshots, upgrade software, or modify NAS servers. However,
users still have access to storage data if there is an expired license.

Here are some considerations for licensing:

e The license file is all-inclusive, and all features are enabled automatically.

e To license the whole cluster, only one license file is required.

e |f an appliance is reimaged or removed from the cluster, a license must be
reapplied for that appliance upon initial configuration.

e The VMware ESXi host license is separate from the PowerStore license.

For more information, see the white paper Dell PowerStore: Virtualization
Integration.

Install License x
PowerStore icenses can be manually instalied. Follow the steps below 1o install 3 new kcense.

Step 1

Export the PowerStore’s activation data file. This wil be required in the next step.

&, EXPORT ACTIVATION FILE

Step 2

Visit the Dell EMC Software Licensing Central support website and upload the PowerStore activation data file to
retrieve the hcense file. This license file is required in the next step.

Step 3

Upload 8 license 1 10 activate the PowerStore license.

UPLOAD LICENSE

CLOSE I
L

Figure 8. Settings page > PowerStore Licensing

Dell PowerStore Manager Overview
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PowerStore Manager user interface

Overview

PowerStore Manager user interface

PowerStore Manager provides an optimal user experience using an HTML5-based web
interface that allows you to manage and monitor the cluster and all associated appliances.
This modern interface has been designed with simplicity and ease-of-use in mind for all
storage-management needs. The top navigation menu includes several categories, most
of which include cards that you can select for more information. The menu includes
resources and system settings that are used on a frequent basis by administrators. The
categories and subcategories in the main menu are described in the following table.

Table 2. Navigation menu options

Category Subcategories Description
Dashboard None View a comprehensive summary of
cluster status, overall capacity, and
system performance
Monitoring None Consolidated view of system alerts,
events, jobs, and system checks
Compute Host Information, Virtual View and configure hosts, virtual
Machines, vCenter Server machines, and the cluster vCenter
Connection Server Connection
Storage Volumes, Volume Groups, View and configure available storage
Storage Containers, File resources for the cluster
Systems, NAS Servers
Protection Replication, Metro, Remote View and configure replication, Metro,
Systems, Protection Policies remote clusters, and protection policies
including snapshot and replication rules
Migration Internal Migrations, Import View and configure internal cluster
External Storage migrations between appliances and
imports to PowerStore from supported
external systems
Hardware None View and monitor hardware related to
the cluster including drives and attached
expansion enclosures

Dell PowerStore Manager Overview
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PowerStore Manager user interface

Dashboard

The dashboard is the first page that is displayed when you log in to PowerStore Manager.
The page provides a status view of various system details, including system capacity,
system health, storage health, and overall system performance. Different system details
and information appear in the Overview, Capacity (as shown in the following figure), and
Performance tabs.

PowerStore | PowerStoreDemo

3 Dastboard P Monitoring (] Compute ~  § Storage = ) Protection + & Migration ~ [ Hardware © settings

OVERVIEW CAPACITY PERFORMANCE

Latency Bandvidin
=—] 6
2= Qo0 &1 1 " 90978  ©109378 038ms  542kOPS  527.2 MB/s

Physical Capacity Historical Usage

\ @ —pnyscal @ @ Used @ —Forecast @ @ Forecast Range

16.9%
® U 09 TB
Data Savings Top Consumers
! ) 24 .I Volume Name Logical Used Provisioned
5.9:1 Tounaes e B sBx - Sandbox-Clone 1678 20T
3.9:1
Figure 9. PowerStore Manager dashboard > Capacity tab

The Overview tab includes high-level cluster system information including alerts, number
of configured storage and host resources, and a user-selected resource watchlist. This
high-level information provides quick insight into the overall usage of the systems in the
cluster, and it highlights important issues that require the immediate attention of the
administrator.

The Capacity tab, as shown in the above figure, includes information about the overall
capacity of the systems in the cluster. The tab also shows a historical graph of usage
which helps determine a capacity forecast over time. It might take several days for the
capacity forecast to be displayed with a new system. Other information that is in the
Capacity tab is data savings and top storage consumers that are related to configured
storage resources.

The Performance tab includes an overall cluster performance chart which shows top-
level performance metrics including latency, IOPS, I/O size, and bandwidth. Also included
on the performance chart are graphed system alerts at the time they were identified,
which is useful when troubleshooting performance anomalies. The performance chart
itself can be exported in different formats including .jpeg, .pdf, .png, and .csv formats.

The following table shows the performance-metric retention periods and associated
sampling intervals.
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Table 3. Sampling intervals and retention periods
Time range setting Sampling interval
Last 1 Hour 20 Seconds
Last 24 Hours 5 Minutes
Last 1 Month 1 Hour
Last 2 years 24 Hours

The Monitoring page is the consolidated area of all appliance alerts, events, and jobs for
the cluster. Events provide information about changes to the system, but do not rise to the
level of an alert that indicates a problem with the system. Alerts, as shown in the following
figure, are categorized by severity which indicates the urgency of the alert. On the Jobs
tab, you can monitor the status of user and system-created jobs. In PowerStoreOS
versions 2.0 and later, jobs that have completed with a warning status will be displayed.
When the user clicks a job, they can view each individual job step for details about the
warning.

PowerStore | DemoCluster

Of Dashboard [ Monitoring  [J Compute~ [ Storage~  {J Protection~ {3 Migration ~ Hardware & Settings
Monitoring
ALERTS EVENTS JOBS SYSTEM CHECKS
MORE ACTIONS ~ Showing 47 filtered of 63 Alerts vm@pe
Severity Resource Type Acknowledged: Unacknowledged Add Filters ~ Restore Default Filters
[] Severity Code Description Resource Type Last Updated Timestamp
3175429 One or more appliances are not connected to the SRS Gateway. App. Remaote system 01-Mar-2021 03:36 AM EST 27-Feb-2021 10:17 AM EST
a 3175429 Some dummy problem with the Virtual Machine Virtual machine 01-Mar-2021 03:36 AM EST 27-Feb-2021 10:17 AM EST
a i} 3175426 Port link is down. FC port 01-Mar-2021 03:36 AM EST 27-Feb-2021 10:19 AM EST
a 3175429 Port link speed is asymmetric with its partner. FC port 01-Mar-2021 03:36 AM EST 27-Feb-2021 1017 AM EST
a (i ] 3175426 Port link is down FC port 01-Mar-2021 03:36 AM EST 27-Feb-2021 10:19 AM EST
Figure 10.  Monitoring page > Alerts tab
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The following table shows the supported alert severities and their descriptions.

Table 4.  Alert severity levels

Icon Label Indicates
0 Information An event has occurred that does not impact system functions. No action is required.
1 Minor An error has occurred that you should be aware of, but it does not have a significant

impact on the system. For example, a component is working, but its performance may
not be optimal.

Q Major An error has occurred that has a major impact on the system and should be remedied
but may not have to be fixed immediately. For example, a component is failing and
some or all functions may be degraded or not working.

0 Critical An error has occurred that has a significant impact on the system, and it should be
remedied immediately. For example, a component is missing or has failed, and recovery
may not be possible.

In the details of each alert, more information is displayed including the System Impact,
Repair Details, and Associated Events as shown in the following figure. This information is
useful in troubleshooting scenarios and allows users to remediate issues seen on the
system.

(< 30f6 >) »

A\ License install (install_failed)
Cluster icense installation error: Failed to obtain the license file. The
trial period will expire on 2022-05-29 00:00.00.0, alter which no new.
storage provisioning will be aliowed.

Event Code 0x01600102
Name WK-H2351-appliance-1

Associated Events 1Events

10 new storage provisionng

wally on the License tab of the
s may also download the license activation file

chustor

Support
+ Knowledge Base Articles (3

Gathy

spport Materials

CLOSE

Figure 11.  Monitoring page > Alert details

When alerts are no longer relevant or are resolved, the system automatically clears the
alerts with no user intervention. This action ensures that cleared alerts are hidden from
the default view so that only relevant issues are displayed to administrators. Cleared
alerts can be optionally displayed through table filtering options. Alerts can also be
acknowledged which removes the alert from default view. Acknowledging an alert does
not indicate that the issue is resolved. You can view acknowledged alerts through the
table-filtering options. You can also configure PowerStore Manager to send alert
notifications to a specified email or SMTP server through the Settings menu.
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When a user logs in to PowerStore Manager, the system may display a global alert
banner across the top of the menu buttons. Global banners inform users of specific events
happening on the system by displaying three different banner styles: Informational (blue),
Minor/Major (yellow), or Critical (red). Multiple global alerts are supported, and the color
and message on the banner will always display the most severe alert. When a user clicks
the global banner alert, the alert details will slide out from the right and the user may cycle
through all active global alerts. Global alerts may include expiring license warnings, NDU
in progress notifications, and critical issues such as a degraded system.

System checks

Introduced in PowerStoreOS 2.0, system checks can be run against your PowerStore
cluster from the Monitoring > System Checks tab, see the following figure. System
checks can be run independently at any time to allow users to proactively check system
health outside of the upgrade cycle. System Check jobs run the latest Health Check that
has been installed on the system. Once the System Check job is complete, status
information is displayed with a pass-to-fail ratio of the various components that were
checked as shown in the figure below.

WHK-H2351

d o

Monitaring

Compute: Hosts
& Host Groups,
Initiators

Status. Status Message Category

Figure 12.  Monitoring page > System Checks

The Compute section contains multiple pages, one of which is the Hosts Information
page as shown in the following figure. The Host Information page defaults to the Hosts &
Hosts Groups pane. It allows you to create and manage host configurations which are
logical connections through which hosts or applications can access storage resources.
When creating a host, the user must select an initiator type based off how the host will
connect to the storage, either iSCSI, Fibre Channel, or NVMe. Also, you can pool
individual hosts together into a host group.

A host group is a collection of hosts that enables you to perform volume-related
operations across all the hosts in the group. For example, when you provision volumes for
a host group, the volumes become available to all member hosts. Host Groups can also
contain member hosts of mixed storage protocols. For example, a host group can consist
of hosts with both iISCSI and NVMe initiator types.

Dell PowerStore Manager Overview
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For PowerStore X systems running PowerStoreOS versions 2.0 or later, when you select
the ESXi Version column, the internal ESXi hosts display their ESXi version as shown in
the following figure. NVMe host support is added in PowerStoreOS versions 2.0 and later
to support end-to-end NVMe/FC configurations. In PowerStoreOS versions 2.1 and later,
NVMe support is extended to also include end-to-end NVMe/TCP host configurations.

PowerStoreDemo

08 Dastboard | Monitoring I Compute™ [ Storage™ () Protechion ™ o3 Migrabion™ S Hardware

Host Information

HOSTS & HOST GROUPS NITIA
+ ADD HOST ADD HOST GROUP || PROVISION™ | MORE ACTIONS * 10 Hosts & Host Groups v m &

Hame VSphare Host Hame Bost/Hou Group o8 wniator Type Initistors Volume Mappings | ESX Version &

hopls510) Host ESX

Host Windows

Figure 13.  Compute > Host Information > Hosts & Host Groups

The Compute Host Information section also contains the Initiators pane in
PowerStoreOS versions 3.0 and later as shown in the following figure. This list view table
displays all the initiators and initiator paths in one pane of glass for all supported protocols
(iSCSI, FC, NVMe/FC, NVMe/TCP). This makes configuration and troubleshooting much
more efficient for users. Click one of the blue initiator links in the identifier column displays
the connected paths section of the Ul showing the number of connections to node A and
B. The total paths displayed makes up the number shown on the main initiator pane under
the active sessions column.

PowerStore | PowerStoreDemo B

8f Dastboara | Monitoring [ wiev [ Storage= ) Protection= £ Migration= B Hordware

Host Information

Menaifier iniistor Ty + | Host Active Sessions

Figure 14.  Compute > Host Information > Initiators
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PowerStore Manager provides detailed monitoring capabilities for virtual machines (VMs).
To access vCenter, launch the vSphere Web Client directly from PowerStore Manager.
Under Compute > Virtual Machines (see the following figure) you can view performance
details, alerts, and connections for the VMs that are configured from the PowerStore
cluster. In PowerStoreOS versions earlier than 3.0, you can view and manage data
protection policies. In PowerStoreOS versions 3.0 and later, you can no longer assign
protection policies to Virtual Machines. For automatic snapshot creation, use VMware
vSphere storage policies. Existing protection policies added to virtual machines on
previous codes remain, and you can assign them at any time. The main view shows
essential details for each VM, and you can filter, sort, refresh, and export the table data to
a spreadsheet if required. VMs that are provisioned from the PowerStore cluster and on
an associated ESXi host are added to the table automatically. Prior to PowerStoreOS 3.0,
only VMs that are deployed on vVols can be viewed and managed in PowerStore
Manager. PowerStoreOS versions 3.0 and later can also view and manage virtual
machines on NFS and VMFS datastores. In PowerStoreOS versions 3.0 and later, you
can add CPU and memory usage columns using the Show/Hide Table Columns icon as
shown in the following figure. This allows you to see whether particular VMs are
consuming resources from within PowerStore Manager, to easily monitor and perform
troubleshooting.

Production-Boston B P® 2 0

& sworage~ 'O Protection > O Migration =[] Hardware & settings

Virtual Machines

PROTECT = | MORE ACTIONS =

HName T Alerts Power State
O wn ProavM1 - Powered On

Powrered On

Powered On

vn ProdVia - Powered On

Figure 15.
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NFSDatastore
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2

2

2

Compute > Virtual Machines

CPU Usage (GHz)

4 Virtual Machines

CPUUsage (%) Logical Used Provisianed

16.95% 2547GB 708.0GB
8.76% 265868 708.0GB
9.4%
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Compute:
vCenter Server
Connection

PowerStore can configure a vCenter server connection during the Initial Configuration
Wizard. For PowerStore T model appliances, this step is optional, and you can configure it
manually after initial configuration. To register or manage the vCenter Server connection,
go to Compute > vCenter Server Connection as shown in the following figure. Click
Launch vSphere to start the vSphere Web Client and connect to the associated vCenter
Server. You can also use this page to update the connection or disconnect as required.
PowerStore T model appliances can also register the VASA provider from this page,
which allows you to manage VMs that have been deployed on PowerStore storage
volumes.

For more information about vSphere integration and registering the VASA provider, see
the white paper Dell PowerStore: Virtualization Integration

PowerStore | PowerStoreDemo

board | Monitoig | Compute=  [§ Swesge= ) Pratection v £ Migration ©
vCenter Server Connection

3318 VM WD YouIT POwRTSLOnS SEPRIICE, You Must CORNSCE 10 3 VCEILST SOIVEr With PowerSI0re Manager. If sy connaction detats re ch

Figure 16. Compute > vCenter Server Connection
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In PowerStore Manager > Storage > Volumes (shown in the following figure), you can
create, view, manage, and delete volumes for the PowerStore appliances in the cluster.
You can monitor detailed information about capacity, performance, alerts, protection
status, and connectivity within the detailed view of a volume. Thin clones are also created
and managed from this page.

PowerStore | DemoCluster

OF Dashboard > Monitoring  [J Compute~ & Storage~ ) Protection~ {3 Migration~ Hardware & Settings

Volumes

PROVISION ~ ‘ [ PROTECT [ REPURPOSE~ | MORE ACTIONS ~ 14 Volumes ympEc«<c
[] Name + Alerts Logical Used isi Host i ge P I ion Policy Performance Policy Volun
[0 8 Lun-Repl-Des - 2368 37GB 0 Mone Boston:Policyl Medium - B
o8 Lun-Repl-Src - 28GB 37GB 0 None policyl Medium -
O Lun-Unused-Replica - 23GB 37GB 0 None - Medium -
O B wunx3 - 1968 37GB 1 scsl - Medium -
O é Migration-LUN - 953.7 MB 37GB 0 None - Medium -
a é deo-import-4 - 1.4GB 37GB 0 Nene - Medium -
O 8 deoimports - 1468 3768 0 MNone - Medium -
O é lun-for-adding - 3.7GB 6.1 GB 0 None policy2 Medium
aoe lun-mapped-0 & 19GB 84GB 1 scsl Boston:Policy? Medium (=)

Figure 17.  Storage > Volumes
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PowerStoreOS 3.0 introduces the Snapshots column to the Volumes, Volume Groups,
File Systems, and Virtual Machines list view tables. You can add it to the view by using
the Show/Hide Table Columns icon and selecting the Snapshots item. The following
figure shows this new column and the column options. This enables you to see how many
shapshots are associated with a particular object. You can also click the Snapshots
number, which opens the Protection pane for the object and shows the specific snapshot
details including name, type, or creation time.

PowerStore ~ PowerStoreDemo

Volumes

o o

Figure 18.  Storage > Volumes > Snapshots

Volume Application Tags

PowerStoreOS 2.1 introduced Volume Application Tags. A Volume Application Tag is
specified during volume creation, allowing users to label their volumes with a specific
category and application type based on the use case for those volumes, see the following
figure.

You can use application-centric management to view and sort through the volumes by
application type by adding the new Application column in the list view as seen in Figure
20. There are six different predefined categories, each with several different application
types. If the application type is not listed, the user can manually enter their own
application name. Finally, if the five categories do not match up with the application you
are looking for, you can select the Other category and optionally enter the application
type, up to 32 characters in length.

e Relational Databases: Oracle, SQL Server, PostgresSQL, MySQL, IBM DB2

e Big Data & Analytics: MongoDB, Cassandra, SAP HANA, Spark, Splunk,
ElasticSearch

e Business Applications: ERP or SAP, CRM, Exchange, SharePoint
e Healthcare: EPIC, Meditech, Allscripts, Cerner

e Virtualization: Virtual Servers (VSI), Containers/Kubernetes, Virtual Desktop
(vDI)

e Other: User specified application type

Dell PowerStore Manager Overview
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Figure 19. Create Volumes Wizard > Application Category
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Figure 20. Storage > Volumes > Application Column

Application tags can be changed after a volume is created by modifying the volume
properties and specifying a different application category and type. Any existing volumes
created before PowerStoreOS 2.1 will not have any Application Tags configured. After
upgrading to PowerStoreOS 2.1, the user can manually apply Application Tags to existing
volumes. Once an Application Tag is applied to a volume, it cannot be removed, however
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it can be modified as needed. Application Tags can also be set and managed through the
REST API or PowerStore CLI (pstcli).

Designed with interoperability in mind, Application Tags are applied at the volume level
and cannot be applied to the Volume Group itself. However, Volume Groups support
member volumes with Application Tags. If there are multiple member volumes with
different Application Tags, the Volume Group will show as a Mixed application category.

Application Tags have also been designed with backwards compatibility in mind. When
creating a new Volume through REST API or pstcli, the Application Tag fields are not a
required field. However, in PowerStore Manager, Application Tags must be specified to
continue the Create Volume Wizard. This is to prevent issues with pre-existing automation
scripts or applications after upgrading to PowerStoreOS 2.1.

Consider the following points when applying and managing Application Tags:

e Cloning Volumes: Clones of a Volume with an application tag will inherit the
tag of the parent volume.

e Snapshots of Volumes: Snapshots do not inherit Application Tags of the
source volume, and operations like refresh and restore do not affect the
Application Tag of the source volume.

¢ Internal Migration of Volumes: The Application Tag will be migrated and retain
the same value as the source volume.

e Importing Volumes: Imported Volumes will not have an Application Tag set
and can be modified post-import to add an Application Tag.

e Replication: The Application Tags are always replicated to the destination
volume.

Dell PowerStore Manager Overview
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View Topology

PowerStoreOS versions 3.0 and later allow you to view information about the topology of
a volume or volume group. This feature provides a hierarchy as a graphical family tree
between volumes, clones, and snapshots. This makes it efficient to visualize the family
relationship with one click, as opposed to querying the data based on the family ID, which
can be time-consuming. This feature is supported for volumes and volume groups. The
following figure shows that after you select a volume, you can click More Actions > View
Topology to see the topology.

PowerStore | WX-H7081

98 Dashboard P Monitoring  [J Compute~ & Storage™ ) Protection™ £ Migration ™ Hardware

VVolumes

+ CREATE ‘ MODIFY II PROVISION ~ | PROTECT ~ ’ REPURPOSE ~ MORE ACTIONS ~
Name Alerts Metric Interval WWN ‘ Provisioned

Change Performance Policy

'olume_001 — ive seconds naa.68cc q i
Vol 00 Fi d 68ccf09800378d08: 20GB
Change Metric Granularity

8 morevolume... - Five seconds naa.68ccf09800eecd7ac 3.0GB
Delete

8 andrew-049 - Five seconds naa.68ccf0980071180e§ 20GB
Add to Watchlist

8 morevolume... - Five seconds naa.68ccf098002f8d563 3.0GB

8 morevolume... = Five seconds naa.68ccf098008cc9994 3.0GB

Gather Support Materials
8 morevolume... - Five seconds naa.68ccf0980010eab34 3.0GB
View Topology

Figure 21. Storage > Volumes > View Topology
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The following figure shows an example of the Topology for Volume_001. Notice that
below the Snapshots icon, the volume has four snapshots created. There is also a clone
created from snap5. You can click the different objects in the topology to show more
detailed information about the panes on the right, such as the details, capacity, and hosts
the volume is mapped to.

You can collapse and expand objects in the topology with the minus and plus signs, and
you can also drag objects to reposition them as wanted. Any user changes to the view
persist and remain intact, even after a logout. You can also use the search box to search
for specific items. This new view allows you to understand impacts of your actions and
avoid errors.

Topology for Volume Volume_001

Name Sear Q RESET | (¥ DETAILS CAPACITY MAPPED HOSTS

=l S e

Volume_001 Description

Type
Parent Name:

Family id

Creation Time
Protection Policy

Performance Policy Medium
@

Appliance Appliance-WX-H7081

Volume Group

wwN naa 68Cc09800378d08aIcbScet/becTBa
NSID

NGUID nguid 37808dIcbScel Tb8Ccl096800ecT8a7

s Storage Protocol Nane

CLOSE

Figure 22.  Storage > Volumes > Topology
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The following figure shows the capacity and family capacity details on the capacity pane.
The family capacity includes all space consumed by the base volume, and all clones and
shapshots including internal system snapshots used for replication. The capacity shown

may not always match the objects in the topology.
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A volume group is a logical container for a group of volumes and provides a single point of
management for multiple storage resources that work together as a unit. For example,
you can use volume groups to monitor metrics and manage data protection for
development applications, user applications, and user storage resources. You can also
use volume groups to separate the management of test environments from development

environments.
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To configure a volume group in PowerStore Manager, go to Storage > Volume Groups
as shown in the following figure. In this page, you can create, view, manage, and delete
volume groups. On this page, you can also create and manage thin clones from volume
groups. To monitor the capacity, performance, protection status, and view members of a
volume group, click the name of the group to display it in the page table.

PowerStore = DemoCluster

OF Dashboard 7 Monitoring  [J Compute™ & Storage~™ ) Protection™

Volume Groups

PROVISION ~ | PROTECT ~ | ‘ REPURPOSE ~
[] Name Alerts Write-Order Consistency
O é-] New-Accounting-Volume-. & Yes
O =a) New-Empty-Volume-Group - No
O 53 New-HR-Volume-Group - Yes
[J 8] Protected Volume Group - No

€ Migration ¥

Hardware

MORE ACTIONS ~

Logical Used
2.8GB
1.4GB

37GB

Figure 24. Storage > Volume Groups
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Storage: Storage You can use a storage container to present vVol storage from PowerStore to vSphere.

Containers vSphere mounts the storage container as a vVol datastore and makes it available for VM
storage. In PowerStoreOS versions 3.0 and later, storage containers are classified as
either SCSI or NVMe. This classification dictates the storage protocol that they support. In
previous versions of PowerStoreOS, all storage containers were considered SCSI by
default. A storage container spans all appliances in the cluster and uses storage from
each. The specific appliance that a given vVol resides on is visible in PowerStore
Manager, and you can migrate a vVol between appliances in the same cluster. Use the
Storage > Storage Containers page (shown in the following figure) to create and
manage storage containers within PowerStore Manager.

PowerStore | PowerStoreDemo

83 pashboard P Monitoring  [] Compute v+ & Storage ~

Storage Containers

(] Name Alerts
[0 B storagecontainer-2

[ B storagecontainer-1

[J B Prowerstore PowerstoreDemo

Figure 25. Storage > Storage Containers
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Storage: NAS Before file systems on PowerStore appliances (only available for PowerStore T Unified

Servers models) are configured, you must create a NAS server. A NAS server is a virtualized
network-attached storage server that uses SMB, NFS, FTP, or SFTP protocols to catalog,
organize, and transfer files within file-system shares and exports. A NAS server, the basis
for multitenancy, must be created before you can create file-level storage resources. A
NAS server is responsible for the configuration parameters on the set of file systems that
it serves. To create, view, manage, or delete NAS servers, use the Storage > NAS
Servers page in PowerStore Manager, as shown in the following figure.

PowerStore  PowerStoreDemo

S5 Doshbosrd | Monitorna (] Compute® @ Storage® ) Protection= O Migration= [ Hordwore 3 Settings

NAS Servers

NAS SETTINGS

MORE ACTIONS -

3 NAS Servers v m 3
[ Name Alerts NFS Server SMB Server Preferred Node Current Node Preferred IPvd Interface Prefermed IPV6 Interface Protection Policy
Production_General_Serv. - Yes Yes ‘Appliance-PowerStoreDem. Appliance-PowerStoreD 192.160 90.65
O Image_Server Yes Yes Appliance-PowerStoreDem Applianc toreD. 192.160.90.66 ProtectionPolicyl
Figure 26. Storage > NAS Servers
Storage: File A file system represents a storage resource that provides network file storage. The types
Systems of file systems that you can create are determined by the file-sharing protocols (SMB,

NFS, or multiprotocol) that are enabled for NAS servers on the PowerStore appliances in
your cluster. You can create, view, manage, and delete file systems, SMB shares, and
NFS exports from the Storage > File Systems page as shown in the following figure.

PowerStore | PowerStoreDemo

B8 Dashboard |7 Monitoring  [J Compute~ @ Storage= 1) Protection™ > Migration= [ Hardware © Settings

File Systems

FILE SYSTEMS SMB SHARES NFS EXPORTS
PROTECT~ | MORE ACTIONS ~ 24 Fie Systems Tm @ C
—_— Conti Type Herts size Used TolsiSize | HAS Serves Name Protection Policy FLR Mode
B vSphereNFS VMware - T1GB 9990GB Production_General_Server None
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& Production_General_FS General 14568 500 0GB Production_General_Server ProtectionPolicy? None

Figure 27. Storage > File Systems
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Protection:
Replication

Data replication is a process in which storage data is duplicated to a remote cluster, which
provides an enhanced level of redundancy if the main storage system fails. Replication
minimizes the downtime-associated costs of a system failure and simplifies the recovery
process from a natural disaster or human error. PowerStore supports asynchronous
remote replication for volumes and volume groups. PowerStore asynchronous native
replication is supported for NAS servers which contain the underlying file systems in
PowerStoreOS versions 3.0 and later, on Unified PowerStore T models. Asynchronous
replication of vVol-based VMs is also supported with PowerStoreOS versions 3.0 and
later with VMware SRM integration. When a protection policy with a replication rule is
applied to a volume, volume group, or NAS server, the related replication session that is
created appears in PowerStore Manager > Protection > Replication page as shown in
the following figure. You can use this page to monitor, pause, or fail over replication
sessions as needed.

PowerStore = PowerStoreDemo

Protection:
Metro

PowerStore

Session Status Source System | Type Destination Resour Failover Test in Pregre. Estimated Completicn Ti Palicy

+ Operating Hormall Current Syst Replication Gioup PowerStoreDem veolVM2

Figure 28. Protection > Replication

PowerStoreOS versions 3.0 and later support the Metro Volume implementation, which
you can use for disaster avoidance, application load balancing, and migration scenarios.
This feature provides active-active I/O to a Metro Volume across two PowerStore clusters.
It supports FC/SCSI or iSCSI-connected VMware ESXi hosts. When Metro Volume is
implemented, you can see the details in PowerStore Manager > Protection > Metro page
as shown in Figure 29 following figure. You can use this page to monitor, end, pause, and
to set the local preferred role.
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Figure 29. Protection > Metro
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Protection: You can use the Protection > Remote Systems page (shown in the following figure) to

Remote Systems configure remote system connections between source and destination PowerStore
clusters to enable remote replication. For PowerStore, the remote system connection is
associated with a replication rule which is applied to a supported storage resource. You
can create remote system connections ahead of time in the Remote Systems page, or
while creating a new replication rule.

PowerStore  PowerStoreDemo

Remote Systems

T o | T W @ @

Name Alerts Capability Management/File State Data Connection Mansgement 1P Metwork Latency
@sBlock, wal Matro
Erie

Figure 30. Protection > Remote Systems

Protection: A protection policy consists of snapshot rules, replication rules, or both, that you create to
Protection establish consistent data protection across storage resources. After you configure a protection
Policies policy, you can associate new or existing storage resources with the protection policy.

Protection policies automatically manage snapshots or replication operations that are
based on the included rules. You can create policies with various rules to meet your local
and remote protection needs and assign a policy to resources to provide identical
protection to those resources.

Each protection policy can only include one replication rule, and up to four snapshot rules.
To create and manage protection policies, go to PowerStore Manager > Protection >
Protection Policies as shown in the following figure.

PowerStore | PowerStoreDemo

Protection Protection Policies

+ CREATE MORE ACTIONS * 3 Protection Policies 1 0 ¢

Mame Snapshot Rules Replication Fule Volumes Volume Groups Virtual Machines Virtual Volumes File Systems MHAS Servers

ReplicationRule! 3 0

ReplicationRulel 0

Figure 31. Protection > Protection Policies
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Migration: There are two ways to migrate storage resources in PowerStore Manager: manual
Migration migration and assisted migration. When a volume or volume group is provisioned on a
Actions specific appliance, you can choose to manually migrate the storage resource to another

appliance in the cluster later. Assisted migrations are recommendations that are based on
regular monitoring of storage resources across the appliances in the cluster. These
recommendations are generated based on many factors including drive wear, appliance
capacity, host connectivity, and health. Recommendations are shown under Migration >
Internal Migration as shown in the following figure. Before removing or shutting down an
appliance for service, use this feature to migrate storage resources to another appliance
and prevent disruption. When you migrate a volume or volume group, all associated
snapshots and thin clones also migrate with the storage resource. To start a migration,
select the associated migration action and click Start Migration.

PowerStore | DemoCluster

08 pashboara 7 Monitoring  [J Compute ~

Internal Migration

MIGRATION ACTIONS MIGRATIONS
Name
[J 1un-mapped-1to Appliance A
[J 1un-mapped-0 to Appliance A

[[J unNoHest to Appliance A

8 storage +  {J Protection + 4 Migration + Hardware

Storage Resource

lun-mapped-1 and related objects

lun-mapped-0 and related objects

lunNoHost and related objects

Figure 32. Migration > Internal Migration
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Migration: When a migration is initiated, all migration sessions are displayed under Migration >
Internal Internal Migrations > Migrations as shown in the following figure. This page allows you
Migrations to easily monitor migrations in the cluster and determine the status of each migration

along with an estimation of completion time.

PowerStore | PowerStoreDemo

gF Deshboard P> Monitoring (] Compute™ & Storage™
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Figure 33. Migration > Internal Migration > Migrations
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Migration: Import
External Storage

PowerStore supports importing external storage from supported storage platforms. The
PowerStore import feature supports the following block storage resources from other
arrays: LUNs and volumes, consistency groups and volume groups, and thick and thin
clones, depending on the source system. PowerStore can manage the import process
non-disruptively with a host orchestrator called a host plug-in which is installed on all
hosts that access the source data. Agentless import is also supported, but it is a disruptive
process which requires application downtime. Go to PowerStore Manager > Migration >
Import External Storage (shown in the following figure) to connect to supported storage
platforms and enable a nondisruptive import. To connect to a remote system from
PowerStore, you must have the management IP address, iSCSI IP addresses, and
credentials. FC target WWNs are automatically discovered.

PowerStoreOS versions 3.0 and later support the native file import capability from VNX2
source systems. This capability includes support for both NFS and SMB file systems.
Proper networking and configuration of the File Import Interface is required to use this
import functionality.

For more information about imports and the import process, see the white paper Dell
PowerStore: Migration Technologies.

PowerStore = PowerStoreDemo

G5 Dashboard | Monitoring

0 Compute~ (3 Storage~ 7 Protection & Migration ~ | Hardware & setings

Import External Storage

Remote System Type +

Hame ety Managemenufile State Data Connection Capatility
v oK Block Agentiess Import

+ 0K GaBlock Non Disruptive Import, Black Agentiess Impor

v 0K SaBlock Non D)

v 0K Black Non Disruptive Import,

oK 0K e

9216812551 0K pBlock Agentiess Imgort

Figure 34. Migration > Import External Storage
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Migration: After an import is successfully initiated, the import session displays under Migration >

Imports Import External Storage > Block Imports or File Imports as shown in the following
figure. This page allows you to manage the import sessions as required including the
following supported operations: Cancel, Cutover, Enable Destination Volume, Start Copy,
Pause, Resume, and Cleanup. During an ongoing import, a cancel operation enables you
to change the active path to the source storage resource. When a cutover operation is
performed, the import session can no longer be canceled.

PowerStore  PowerStoreDemo

95 Dashboard |7 Monitoring () Compute~ [ Storage™ W Protection ™ Migration * Hardware @ Settings

Import External Storage

REMOTE SYSTEMS BLOCK HOSTS 3LOCK IMPORTS FILE MPORTS. FILE IMPORT INTERFAC
MPORT ACTIONS = & Block impo v m
Type Impert Type Source fesaurce Name Aerts i te System Type i & Hame Import State Copy Progress Percentage Start Time Last Updated Time &
Vo Agentiess Demo_6 Dema_6 = Copyln
Vo Agentless test-elg test1-elg n 4
Vo Agentiess test2-eql

‘ “!I

Vo testdeql - 20867 PS Equaliogic
Vo voliPod. demo, 1 flun_POD ed116327-0e54-42¢- Netapp n.POD [
Vo Agentiess emo.7 22487503.0655-4916 Unity Oema_7 ~ Import Comp 202204230 2022-04-23 0403 AMUT

Figure 35. Migration > Import External Storage > Block Imports
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Table 5 shows the actions available for import sessions along with the associated
descriptions. An action depends on the import job current state.

Table 5. Import actions
Action Overview
Cancel e Cancels import session and goes back to source

e Terminates a session that has not been cutover
e Disables access to the destination volume

e Deletes the destination volume or volume group associated with
the import session

Cutover e Cuts over the resource in PowerStore
e Stops background copy and removes host mappings from source
Note: After a cutover has been completed, it cannot be canceled, and
it is not possible to revert to the source resource.
Pause e Suspends a copy-in-progress import session
¢ Only pauses the background copy; host I/O is still mirrored
Resume e Resumes a paused session
e Starts the background copy again from where it was paused and
continues the host I/O mirroring
Cleanup ¢ Removes an import session in clean-up-required state

¢ Removes an import session that had a failure

Actions applicable to Agentless Import

Enable Destination
Volume

Note: Before you select this action, ensure the host application
accessing the source volume or volumes is shut down. Also, ensure
the host mappings are removed from the volume or volumes in the
source system.

e Enables destination resource for writes
e Connectivity with the source system goes into inactive state

For each import session that is in the Ready To Enable
Destination Volume state, select the import session, and
select Import Actions > Enable Destination Volume to
progress each import session to the Ready to Start Copy
state.

Start Copy

Note: Ensure the host application has been reconfigured to access
and use the destination volume or volumes in PowerStore.

e Starts the background copy and continues the host I/O mirroring

For each import session that is in the Ready to Start Copy state,
select the import session, and select Import Actions > Start Copy to
progress each import session to the Copy In Progress state
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For PowerStore, an appliance consists of a base enclosure and optional expansion
enclosures. A base enclosure includes two nodes and slots for up to 25 drives, while
expansion enclosures enable adding more drives and increasing the storage capacity of
the appliance. To view the overall health of the physical hardware of appliances, go to
Hardware > Appliances as shown in the following figure. This page lists all appliances
that are associated with the cluster. Click an appliance in the table to display the
appliance details page to review more information.

PowerStore | PowerStoreDemo

02 p, 1
95 Dashboard

P Monitoring (]

Hardware

Aerts Model Mode Service Tag Express Service Code Status 1P Address Total Capacity Used Capacity | Tolerance Level

Figure 36. Hardware page

In the appliance details page, you can review the metrics, alerts, and health information
for the selected appliance and its associated components as shown in Figure 37. This
information is similar to the Dashboard view, but is filtered for the selected appliance,
which is useful in daily administrative tasks. In terms of physical hardware component
health and status, click the Components card on the right side of the page. In the
components view, you can see different views of the base enclosure including Drives
(shown in the following figure), Rear View, and Top View. Each view has different
components that can be selected for more information including the part number, health
status, and other component-specific details. When a component has an issue or is
faulted, the graphical figure indicates an alert, depending on the type of issue, to visually
notify the user of an error.

On the Drives tab, there is an option to Blink LED. When the base enclosure is selected,
click the button to blink all LEDs for the drives, the base-enclosure LED, and the rear-fault
LED simultaneously. This action is useful when you are trying to identify a particular
system in a rack of multiple appliances. Click the button again to stop the LEDs from
blinking. When a specific drive is selected, click Blink LED to blink the LED of only that
drive. This action is useful when an individual drive must be located in the data center.
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PowerStore = PowerStoreDemo
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Figure 38. Hardware > Hardware > Drives

Appliance Performance

From the Hardware > Appliances >[appliance] > Performance card, you can view
performance metrics for the selected appliance. Performance data is polled every 20
seconds and rolled into timeline charts that update at different frequencies depending on
the timeline selected.

e Last hour data is updated every 20 seconds.
e Last 24 Hours data is updated every 5 minutes.
e Last 1 month data is updated every 1 hour.

e Last 2 years data is updated every 24 hours.
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You can select different performance categories from the drop-down menu on the left
column. The following table shows the performance metric categories available from the

drop-down menu.

Table 6. Appliance Performance Metrics
Category Metrics Description
Summary Latency, IOPS,

Bandwidth

Bandwidth details Latency, Total
Bandwidth, Read
Bandwidth, Write

Bandwidth

Amount of data that moved through the
system within a specified period. The
bandwidth metrics include average total
bandwidth, average read bandwidth, and
average write bandwidth. Bandwidth is
calculated by multiplying the IOPS by the 10
size.

IOPS details Latency, Total IOPS,
Read IOPS, Write

IOPS

Number of read and write requests that the
system serviced within a specified period. The
IOPS metrics include average total IOPS,
average read IOPS, and average write |IOPS.

Latency details Latency, Ready
Latency, Write

Latency

How fast the system responded to read and
write requests within a specified period. The
latency metrics include average total latency,
average read latency, and average write
latency.

CPU Utilization Latency, CPU

The percentage of CPU Utilization on the

details Utilization cores dedicated to servicing storage /O
requests (available only for Overall
Performance metrics).
AppsON CPU AppsON CPU The percentage of CPU Utilization on the
Utilization Utilization cores dedicated to servicing the user AppsON
virtual machines.
AppsON Mem AppsON Mem The percentage of Memory Utilization
Utilization Utilization dedicated to servicing the user AppsON
virtual machines.
10 Size details Latency, Avg. 10 Size, | Number of read and write requests' size that
Read IO Size, Write performed I/O operations within a specified
10 Size period. The IO size metrics include average
total size, average read size, and average
write size.
Queue depth Latency, Queue Depth

In PowerStoreOS 2.0, node CPU stats were added to the CPU Utilization details
category which allows you to monitor each node’s CPU utilization and latency metrics.

In PowerStoreOS 3.0 and higher, you can adjust the layout to show between one and

three columns for easier viewing.

In PowerStoreOS 3.2 and higher, PowerStore X systems have the AppsON CPU and

Memory Utilization categories.

Note: Appliance performance metrics are also available over REST API.
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Other system
status messages
and settings

Port IO Performance

From the Hardware > Appliances >[appliance] > Ports card, you can view IO
Performance details for Ethernet, Fibre Channel, and Virtual (PowerStore X Systems)
ports by checking the chosen port and clicking the IO Performance button from the More
Actions drop-down menu. From the port 10 Performance page, you can view
performance metric details for Host 10 latency, IOPS, Bandwidth, 10 Size, and Queue
Depth for that specific port. The ports card also allows you to perform link aggregation,
map storage networks, tag ports for replication, and compare performance metrics.

There are other status messages and settings in the upper-right corner of PowerStore
Manager as shown in the following figure. Each icon provides different information to the
administrator and is always available. The following sections provide more information
about each icon.

{Op Settings

Figure 39. Other system status information and settings

CloudIQ/vCenter/metro node connection

The first icon in the top blue banner of PowerStore Manager provides quick links to
CloudIQ, VMware vSphere, and metro node, respectively, as shown in the following
figure. To see PowerStore appliances in CloudIQ, you must configure SupportAssist and
check the Connect to CloudlQ checkbox. Note, if a vCenter connection has not been
configured in Compute > vCenter Server Connection, the quick link for VMware
vSphere is not available. To configure a metro node connection, go to Settings >
Networking > Metro Node.

Gy Settings

| g[{]jla o g Vimware metro node

Figure 40. CloudIQ, VMware vSphere, and metro node quick links

Running jobs

To see active or recently completed jobs, click the Jobs (stacked squares icon) in the
upper-right corner, and the window shown in the following figure appears. For recent and
active jobs, this view also shows the percentage that is completed. When there are
multiple PowerStore appliances in the cluster, the window includes a tab for Required
Actions which shows any assisted-migration recommendations on the system from the
Migration > Internal Migrations > Migration Actions page. Lastly, The View All Jobs
button takes you directly to Monitoring > Jobs for a full list of all jobs.
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RECENT JOBS .@. REQUIRED ACTIONS @:.

I

o Create protection policy

v Create volume(s) Clear

CLEAR ALL

VIEW ALL JOBS

Figure 41. Jobsicon

Quick access alerts

PowerStore Manager enables you to quickly see relevant alerts on the system through the
Alerts icon in the top menu bar as shown in the following figure. Links in the dialog lead to
the Alerts page, which lists all alerts that are associated with the cluster. Here, users can
get more details about the alerts and information about how to remedy the associated
issues. Click an alert to go to the Monitoring page, with the alert automatically selected,
to see more alert information and the suggested repair flow if applicable.

CRITICAL MAJOR 0 MINOR INFO e

@ PowerStoreDemo 2 days ago
MNew keystore changes have occurred.

Updated: 01-Apr-2021 12:59:32 AM EDT
@ PowerStoreDemo 2 days ago

MNew keystore changes have occurred.

Updated: 31-Mar-2021 11:38:21 PM EDT

View All Alerts

Figure 42. Quick access alerts
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Logged-in user options

In the top blue banner, the user icon (shown in the following figure) includes various
options including resetting user preferences, changing the password of the logged-in user,
and a Log out option.

B 2 & & ®

admin (Administrator) as
Change Password

Preferences

| Log out B

Figure 43. Logged-in user options

Online help

The next icon in the top menu bar is the context-sensitive help menu shown in Figure 44.
The options for the corresponding dialog dynamically change based on the current page
or wizard in PowerStore Manager. For example, if the user is on the Volumes page, the
online help icon displays an option to go directly to online help for Volumes as shown in
Figure 45. This feature helps you find the exact information to learn more about the
system, instead of having to search through the various pages in the online help. The
Help icon also provides a quick link to Settings > Support > General Support. It links to
an About menu which includes the current software version, a Gather Support Materials
button, and a Configuration Recommendations menu.

Online Help

General Support
Gather Support Materials

About

Configuration Recommendations

Figure 44. Online help icon
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Volumes
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Storage / Volumes / Volume:

Volumes

Avolume is a single unit that represents a specific amount of storage. Volume storage resources provide hosts with access to general-purpose, block-level storage
through network-based iSCSI, Fibre Channel, and NVMe-over-Fibre Channel connections. With volume storage, you can manage partitions of block storage resources
50 that host systems can mount and use these resources. Each volume is associated with a name, a NAA (Network Addressing Authority) identifier and a NGUID
(Namespace Globally Unique Identifier).

After a host connects to a volume, it can use the volume like a local storage drive. When a volume is created, the PowerStore Resource Balancer automatically
determines on which appliance the volume is provisioned unless that volume has been mapped to a specific host/host group. In such cases, the volume is created
only on an appliance that sees this host/host group. Since there is no redirection between appliances within a cluster, 1/0 is sent to one of the two nodes that
contains storage for the volume.

Figure 45. Online Help > Volumes

Settings menu The Settings icon (gear symbol near the top menu bar) leads to the Settings menu. The
Settings menu shown in the following figure enables administrators to set or configure many
settings that are important to the cluster but are less frequently used. The menu lets you
upgrade system software, configure support connectivity, configure infrastructure services,
and enable SSH, among other actions.

PowerStore | WK-H2351

8B Dashboard Moritoring (] compute™ [ Storage™ W) Protection ™ £ Migration = [ Mardware £ Settings
Settings Properties
— Change the properties of the custer
Properties
Upgrades Cluster Name
Licensing WK-H2351
Power Down Cluster Time 2022-05-03 0817:07 AM UTC -07.00
Global ID PScicadfcedied
Security
NVMe Qualified Name ngn.1988-1.com. dell:powerstorne: 00:CIcadicedle0C63D
Gartiicaies Primary Appliance WK-H235}-appliance-1
Signed Cluster Cestificate ey Nt R iances NodeA
Encryption
KMP

SSH Management

Security Compllance

Networking
Custer MTU
Network IPs

Infrastructure Services.

Figure 46. Settings page

The following table shows all available settings in the Settings menu.
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Table 7. Settings menu options

Category Settings General description
Cluster Properties, Upgrades, Licensing, Power Down Update cluster-friendly name, manage system
upgrades, manage system licensing, and power
down the system
Security Certificates, Signed Cluster Certificate, Manage system settings related to security
Encryption, KMIP, Audit Logs, Remote Logging, | topics including encryption and managing SSH
CHAP, SSH Management, Security access
Compliance, Login Message, HTTP Redirect,
Networking Cluster MTU, Network IPs, Infrastructure Configure various system settings related to
Services, SMTP Server, SNMP, Metro Node networking including system IPs, MTU size,
DNS, NTP, physical switches, and metro node
connection
Support Metric Collection Configuration, Support Configure Support Connectivity, support
Connectivity, Service Account, Gather Support contacts, and generate support materials for
Materials, Metrics Archives, General Support, troubleshooting
Disable Support Notifications
Users Users, Directory Services, Email Natifications Configure email addresses to send system
alerts to, AD/LDAP server settings, and add or
manage local and AD/LDAP users to access
PowerStore Manager

Support Connectivity

The Settings menu > Support > Support Connectivity category enables you to
configure and manage Support Connectivity. The Support Connectivity feature provides
an IP-based connection that enables Dell Support to receive error files and alerts from
your appliance, and to perform remote troubleshooting that results in a fast and efficient
time-to-resolution. We recommend that you enable the Support Connectivity feature to
accelerate problem diagnosis, perform troubleshooting, and help speed time to resolution.
PowerStore offers the ability to connect directly or by using the Secure Connect Gateway.
The ability to connect PowerStore to CloudlQ and enable remote support is also available
to be enabled in this section. If you do not enable the Support Connectivity and remote
support features, you may need to collect appliance information manually to assist Dell
Support with troubleshooting and resolving problems with your appliance.

For more information about Support Connectivity and options for remote troubleshooting,
see the_PowerStore Security Configuration Guide.

Upgrades

From the Settings menu > Cluster > Upgrades page, users can manage, upload, and
deploy various Non-Disruptive Upgrade (NDU) packages for the PowerStore cluster.
Generally, NDU packages consist of two categories: Software Releases and Thin
Packages. Software Releases are PowerStoreOS upgrades which contain the full
operating system image or patch or hotfix images for a specific operating system version.
Thin Packages contain a smaller and more targeted amount of functionality than regular
PowerStoreOS packages. These packages may also consist of different package types
such as Disk Firmware or Health Check updates. Thin Packages are smaller in size, take
less time to apply, and often do not require node reboots.
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Since Health Check packages can be upgraded outside of the PowerStoreOS upgrade
path, PowerStoreQOS 2.1 provides users the ability to run an UPGRADE EXTENSIONS
System Check before a PowerStore NDU. When any PowerStore NDU package file is
selected with PowerStoreOS below version 3.0, with the exceptions of a Health Check
package, the UPGRADE button will be disabled (see the following figure). However, the
button will not be disabled if the UPGRADE EXTENSIONS have run within 60 minutes
before clicking the UPGRADE button and no further System Checks are performed after
the UPGRADE EXTENSIONS job completes. If any of these conditions are not met, a
tooltip providing instructions to RUN UPGRADE EXTENSIONS from Monitoring > System
Checks is displayed as seen in the figure below. The RUN UPGRADE EXTENSIONS job
will run any off-cycle Health Check packages that have been installed on the system.
PowerStoreOS versions 3.0 and later do not require you to run the UPGRADE
EXTENSIONS job before to running an NDU.

PowerStore = DemoCluster B PL SO
88 Dashboard P Monitoring  [J Compute~ [ Storage~ ) Protection~ & Migration~ ] Hardware £ Settings
Settings Upgrades
Manage software and firmware updates for the cluster
Cluster
Properties
For planning considerations and precautions, refer to Knowledge Base Article 183630 before upgrading the PowerStore OS
Upgrades
Licensing
Current Version
Power Down
Version 11.0.1 (Internal, Build 2078366-20200722T1835082, 2018-12-09 19:11:57, Debug)
Security Release Date 09-Dec-2018 O7:11 PM EST
¢ Installed Date 17-Dec-2018 01:47 PM EST
Certificates
Encryption
Audit Logs Software packages

Remote Logging
UPLOAD PACKAGE H HEALTH CHECK 1item, 1 selected vy m @<

CHAP

Ext

SSH Management Version Package Type quired Description

Transport Layer Security
1.1.0.0 (Internal, Software Release 22-Jul-2020 02:53 PME. Yes

Login Message

Networking

Cluster MTU

Figure 47. Upgrades
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PowerStoreOS versions 3.0 and later offer the ability to automatically download software
packages if support connectivity is enabled. Click the button Automatic download is
disabled to enable this feature as shown in the following figure.

PowerStare | WK-H2351

Sottings Upgrades

Figure 48. Automatic download

PowerStoreOS versions 3.0 and later supports the use of language packages within the
upgrades menu of PowerStore Manager. The purpose of this feature is to adapt
PowerStore to make it easier to use for users all the world. This involves translations of
texts and adding specific local components for different regions. You can download
language packs for supported languages from the Dell website and upload the package to
PowerStore. After you complete this step, you can select your wanted language, date,
and time format options from the user preferences menu item under the user icon as
shown in the following figure.
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Language Preference

This setting determines the PowerStore Manager's interface language.

You can add more languages by installing additional language packs from

the Upgrades page (under Settings)

@ English (United States) language was selected
auvtomatically according to your browser setting and
inslalled language pack.

Language

Auto detect language rom browser

Format Preferences

Date Format

Y -MM-DD - 2021+-1-08
Time Format

hih:mm & - 06:53 PM

Time-zone Format
urc - UTC -08:00

Reset User Preferences

As you use PowerStore Manager, your preferences such as table
columns, sort orders, chart settings, and watchlist contents are saved
automatically to persenalize your experience.

Alternatively, you can reset these preflerences to their default values,

RESET USER PREFERENCES

CAMCEL

Figure 49. Language Option
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Network IPs

From the Settings menu > Networking category, you can configure and manage the
system’s Network IPs. Each network consists of its own VLAN, Netmask, Gateway, and
MTU size. The following table shows the various networks and a brief description of their

function.

Table 8. Network IPs overview

(PowerStore X
systems only)

vMotion network or creates a new
vMotion network

Network Function General description
Management Connects PowerStore cluster to Connectivity to DNS, NTP, and
management services vCenter, and enables external
clients to access your cluster for
management purposes
Storage Connects PowerStore cluster to Provides external clients or hosts
external storage network or creates | network connectivity to the storage
a new Storage network in your cluster
File Mobility Connects traffic between Provides infrastructure needed for
PowerStore file clusters in exchange of control traffic for file
replication and file import environments
environments
vMotion Connects PowerStore cluster to a Enables users to migrate virtual

machines within the vSphere
cluster

Intra-cluster
Management
(ICM)

Internal management network

Provides continuous management
connectivity between appliances
within the PowerStore cluster

Intra-cluster Data
(ICD)

Internal data network

Provides continuous storage
connectivity between appliances
within the PowerStore cluster

PowerStoreOS 2.0 added multitenancy and traffic isolation support to Storage networks.
You can configure up to eight storage networks per interface, with up to a total of 32
different storage networks using IPv4 addresses, IPv6 addresses, or both. PowerStoreOS
versions 3.0 and later add the File Mobility network to the Network IPs section of
settings. The file mobility network is pre-requisite infrastructure required for the exchange
of control traffic between file clusters in replication and file import environments. It uses
the same management network VLAN and subnet settings.

User management

Besides email notification settings, the Settings menu > Users section enables you to
manage local users and set up Active Directory or OpenLDAP Directory Services to

authenticate users and map them to PowerStore roles. PowerStoreOS 1.0 SP3 and later
support external user directories for authentication and authorization. Managing users in a
centralized directory reduces the tasks to set up accounts on each system individually and
might be a requirement to meet company rules and compliance.

Role-based access control

Each user accessing PowerStore Manager, REST API, or PowerStore CLI requires an
associated role for authorization. Once a user is mapped to a role, all management
interfaces provide the same level of privileges. The following table shows the available
roles and an overview of their privileges.
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Table 9.

Role overview

PowerStore Manager user interface

Task

Operator

VM
Administrator

Security
Administrator

Storage
Administrator

Administrator

Storage
Operator

Change your system
local password

Yes

Yes

Yes

Yes

Yes

Yes

View system settings,
status, and
performance
information

Yes

Yes

Yes

Yes

Yes

Modify system settings

Yes

Yes

Connect to vCenter

Yes

Yes

Yes

Yes

View a list of local
accounts

Yes

Yes

Add, delete, or modify a
local account

Yes

Yes

View system storage
information through a
vCenter server that is
connected to the
system’s VASA
provider and register or
re-register the VMware
certificate authority
(VMCA)/CA certificate

Yes

Yes

Yes

Note: The Storage Administrator role can modify only the following system settings: enable SSH,

network IP addresses, and storage IP addresses.

We recommend giving users the fewest privileges possible while still enabling them to
meet their responsibilities. As an example, it is sufficient to give only Operator privileges
to an account which is only responsible for monitoring instead of giving full privileges with
the Administrator role.

For more information about roles and privileges, see the PowerStore Security
Configuration Guide.

Local User

By default, PowerStore has an integrated admin user which is assigned to the
Administrator role to manage a PowerStore cluster. You can set up more users under
Settings > Users > Users > Local tab. Security Administrators or Administrators can also
reset a password, and lock or unlock existing users on the system.

For more information about local user management, see the PowerStore Security
Configuration Guide.

Active Directory/OpenLDAP: Overview

The Active Directory/OpenLDAP feature requires PowerStoreOS 1.0 SP3 or later. You
can manage the directory server settings in Settings > Users > Directory Services. To
individually map AD/LDAP users or groups to a role in PowerStore, go to Settings >
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PowerStore Manager user interface

Users > Users > LDAP tab. PowerStore supports one instance of a directory connection
with one or multiple servers for redundancy.

The directory structure of Active Directory and OpenLDAP is similar, but the
implementation of each directory server may use a different naming scheme and
structure. A directory service is based on a hierarchical database that is referenced as a
tree. Some implementations may represent the geographical structure of an organization,
and other implementations show the organizational structure. Like a tree, the structure
starts with a root which usually represents domain components (DC) of a computer
network or organization and splits into multiple branches. Each branch starts with a
structural object-like organizational unit (OU) or common name (CN). The tree can
continue with more branches or end in leaf objects. Leaf objects can stand for individual
items like a user, a group, or a computer. Within the tree, each leaf object is identified by
a concatenated string of individual elements that are separated by commas and is called
a distinguished name (DN). Each DN is unique in a directory. For example, a user and
group can have the same leaf name, but the path to the object makes the leaf instance a
unigue DN. To find the right leaf object for a user or group that is used for authentication,
you can limit a lookup to certain parts of the tree by using a search path. A search path is
useful when the directory represents a company structure, when using a filter for
attributes, or when using a combination of both.
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The following figure shows the LDAP structure which is used for following examples.
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Figure 50. LDAP tree example

An example of a user object in a directory structured by the organization may look like
this:

dn: cn=PowerStore User, ou=users, ou=Storage, dc=dell, dc=com
cn: PowerStore User

objectClass: person

sn: PowerStore

uid: pstuser

uidNumber: 1234

home: /home/pstuser

In this example, if the PowerStore users are only in the storage department, a good
choice for the user search path would be: ou=users, ou=storage, dc=dell, dc=com. In
the example, more information is used to narrow down the type of the object with a filter
where objectClass is person.

The structure of groups is similar to users. The group might be as follows:

dn: cn=PowerStore Users, ou=groups, ou=Storage, dc=dell, dc=com
objectClass: Group

cn: PowerStore Users

member: cn=Powerstore User A, ou=users, ou=Storage, dc=dell, dc=com
member: cn=Powerstore User B, ou=users, ou=Storage, dc=dell, dc=com
member: cn=Powerstore User C, ou=users, ou=Storage, dc=dell, dc=com
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Similar to the user object above, it is possible in that structure to limit the lookup only to
the branch: ou=groups, ou=storage, dc=dell, dc=com, and filter for the objectClass
Group to search for a group. The group example shows member attributes containing the
distinguished name of each individual user. Other implementations may use the
memberUid attribute where only the user UID is listed. In that case, the directory must
ensure that UIDs are unique.

For security reasons, anonymous lookups are not allowed by the LDAP administrator, and
an authentication against the directory server is required beforehand. PowerStore uses
Bind DN and Bind DN Password to establish the directory server connection for initial
lookups and role mapping.

To set up AD/LDAP authentication, request the following information from the directory
administrator for PowerStore if not already known:

e Type of the directory: Active Directory or OpenLDAP
e |P Address of at least one directory server

e When SSL is used, the signing CA cert file must be uploaded to PowerStore

Note: When enabling SSL, it is mandatory that the server IP is configured as
subjectAlternateName (SAN) in the directory server certificate.

e Domain name

Bind DN and password

Advanced configuration information:

= ID Attribute, which is usually samAccountName or uid

= User objectClass like a user or person

= User search path

=  Group member attribute, which is usually a member or memberUid

= The mapped ID attribute to the group where cn is the default for PowerStore
= Group objectClass, which could be group or groupOfNames

= Group search path

= Number of Search levels for subtree- or nested search

AD/LDAP: Directory connection

You can set up an AD or OpenLDAP server connection in PowerStore Manager >
Settings > Users > Directory services. When you select the Server Type in PowerStore
Manager, the advanced settings use common default settings for the selected type. When
the default values do not match your environment, you can change them accordingly.
When a directory server connection is set up, PowerStore provides a Verify connection
button to check if PowerStore Manager can access the directory server.

AD/LDAP: User to role mapping

After a directory connection is established, you can start mapping individual users or
groups to a role in PowerStore. To perform this task, click Settings > Users > Users in
LDAP tab. When you start to set up a mapping, PowerStore Manager requests the
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mapping type of User or Group, the Domain, and the Account Name that is used in
AD/LDAP. The role is located in the drop-down menu for Account Role. This role selects
one of the PowerStore roles mapped to the AD/LDAP object after applying the Add
Account dialog. When PowerStore is not able to look up the given Account Name, the
system cannot look up the given name with the ID attribute as given in the directory
connection configuration. The error message Account does not exist in LDAP server!
appears in PowerStore Manager and requires a validation of the current configuration. For
remediation, you must check if the Account Name matches with a corresponding user
object or group object in AD/LDAP. It is also possible that a wrong attribute setting for
Directory Service prevents the lookup.

Login Message

A Login Message provides the ability for storage administrators to create, enable, and
disable a customizable login message starting in PowerStoreOS 2.1. The Login Message
is displayed whenever you go to the PowerStore Manager login page from your browser.
You can use Login Messages for a wide variety of use cases, such as informing you what
system you are logged into or even provide a security warning. You can easily configure
the Login message from PowerStore Manager through Settings > Security > Login
Message. Here, you can enable the message, enter your text up to 2000 characters, and
click the Apply button as seen on Figure 51. After you enable the message, it is seen by
all users from the PowerStore Manager login page as shown in Figure 52. You can also
enable and configure Login Messages through REST API and PowerStore CLI. Only the
Storage Administrator or Security Administrator roles can edit, enable, and disable Login
Messages.

PowerStore  RT-H2052

4 P Monitoring (] Compute~ [ Storage~ () Protection™ £ Migration ™ [ Hardware o s

Login Message

30 Message

Figure 51. Settings > Security > Login Message
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PowerStore CLI
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Figure 52. PowerStore Manager Login page with Login Message enabled

PowerStore CLI

Overview

For IT generalists, managing PowerStore systems through the PowerStore Manager
interface is comprehensive enough to accomplish all daily administrative tasks. For
advanced use cases, the PowerStore CLI (PSTCLI) interface enables users to create
scripts to automate routine tasks. You can use the PSTCLI to perform the same tasks that
can be performed in PowerStore Manager. These tasks include configuring and managing
storage resources, protecting data, managing users, viewing performance metrics, and
other similar tasks.

For more information about using the PSTCLI, see the PowerStore Command Line
Interface User Guide and PowerStore CLI Reference Guide at dell.com/powerstoredocs.

PowerStore REST API

Overview

The REST API is an application programming interface that uses familiar HTTP
operations like GET, PATCH, POST, and DELETE. The REST architecture includes
certain constraints that ensure that different implementations of REST conform to the
same guiding principles. This architecture gives developers ease of application
development when working with different REST API deployments. REST APIs have
become more popular and more widely used in data centers where administrators are
looking to standardize their management needs across all their appliances, regardless of
vendor.

The PowerStore platform includes REST API support, which provides another way to
manage PowerStore appliances and automate various tasks. Generally, the PowerStore
REST API has the same capabilities as PowerStore Manager. The PowerStore REST API
formats all communications in JSON notation. Users can send REST API requests using
their favorite scripting languages, such as Perl and PHP, to manage PowerStore systems
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Overview

Conclusion

in their environment. This ability provides flexible management and enables more
complexity with scripted operations.

After a system is up and running, users can go to the following web addresses to gain
access to the REST API reference commands (<Management_IP> is the management IP
of your PowerStore cluster):

https://[<Management_IP>/swaggerui

This online REST APl command reference location allows users to test REST API
commands on their live system which can be incorporated into other scripts.

For more information about using REST API for PowerStore appliances, see the REST
API Developers Guide and PowerStore REST API Reference Guide at
dell.com/powerstoredocs.

PowerStore Manager realizes a core design goal of PowerStore—to simplify storage
management. Using a modern HTML5 architecture and an easy-to-navigate user
interface, PowerStore Manager ensures a quality experience for storage administrators
while using best practices for storage-management requirements. PowerStore Manager
provides an intuitive interface that does not require extensive or specialized knowledge.
From simple tasks like provisioning a block volume, to using advanced features like local
and remote replication, PowerStore Manager is a powerful tool that enables users to
realize the potential of their PowerStore systems. For users that prefer command-line
tools, PowerStore also supports a fully functional CLI and REST API which are useful for
scripting use cases and enable more complex operation possibilities.
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