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Abstract
This white paper outlines best practices for planning, implementing, and configuring Embedded NAS (eNAS) within Dell EMC™ PowerMax and VMAX™ All Flash storage arrays to obtain maximum operating efficiencies from the eNAS component of the array.
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Executive summary

Organizations need IT infrastructure that provides instant access to the huge volumes of data associated with traditional transaction processing/data warehousing as well as a new generation of applications built around the world of social, mobile, and big data. Dell EMC is redefining Data Center Cloud Platforms to build the bridge between these two worlds to form the next generation of Hybrid Cloud.

Dell EMC™ PowerMax and VMAX™ All Flash unified storage extends the value of VMAX to file storage enabling customers to deploy one infrastructure to easily manage mission-critical block and file resources. PowerMax and VMAX™ All Flash unified storage enables customers to significantly increase data availability, simplify operations, and improve productivity.

Audience

This document is intended for anyone who needs to understand Embedded NAS (eNAS) and the components and technology in the following members of the PowerMax and VMAX Families:

- Dell EMC PowerMax family (2000 and 8000)
- Dell EMC VMAX All Flash family (250F/FX, 450F/FX, 850F/FX, 950F/FX)

To learn more about how Dell EMC products, services, and solutions can help solve your business and IT challenges, contact your local representative or authorized reseller, visit www.emc.com, or explore and compare products in the Dell EMC Store.
eNAS architecture

1. **eNAS architecture**

The diagram below shows the eNAS architecture.

![eNAS Architecture Diagram](image)

**Figure 1** eNAS Architecture

1.1.1 **Management Module Control Station (MMCS):**

This provides environmental monitoring capabilities for power, cooling, and connectivity. Each MMCS has two network connections that connect to the customer’s network. One is to allow monitoring of the system, as well as remote connectivity for Dell EMC Customer Support. The second is for use by the Network Address Translation (NAT) Gateway.

1.1.2 **Network Address Translation (NAT) gateway:**

This provides translation services between external and internal IP addresses and utilizes a separate network connection on each of the two MMCS.

On PowerMax, there are two NAT IP addresses for eNAS, one per each NAT gateway. Both the IP addresses are mapped to different interfaces on the CS and source routed accordingly. So, for any incoming connections, the CS can be reached via either of the IP addresses unless there is a failure with any of the NAT gateways on the PowerMax.

There is also a default route (via NAT1 initially) that is used for any communication originating on the CS. In case of a failure of default gateway, the route is changed to use the other NAT gateway. There is a monitoring daemon that checks the health of the NAT gateways and updates the switch with the route as necessary.

The above works as is for IPv4. Hence, its active-active for IPv4. But for IPv6, there is no capability to use both the gateways at the same time. So, it is active-passive. For IPv6, CS can be reached only through one NAT IP address (NAT1 initially), and when there is a failure there, it can be reached via the other NAT.

1.2 **Control Station (CS):**

Provides management functions to the file-side components referred to as Data Movers. The control station is responsible for Data Mover power cycle, as well as health & state monitoring, and failover. There is a primary CS which is configured with a matching secondary CS to ensure redundancy.
1.3 Data Mover (DM):
This accesses data from the storage groups created on the PowerMax, and provides host access using the I/O Modules that supports the NAS protocols, for example NFS, CIFS, and pNFS.

1.4 Data Mover I/O options
Using PCI Pass-through, the following I/O modules are available for the NAS Services on the Data Mover:

- 4-port 1Gb BaseT Ethernet copper module.
- 2-port 10Gb BaseT Ethernet copper module.
- 2-port 10Gb Ethernet optical module.
- 4-port 8Gb Fibre Channel module for NDMP Back-up to tape use. There is a maximum of 1 per DM.

Notes:

- The 4-port 8Gb Fibre Channel module can be ordered separately, and be added at a later time.
- There must be at least 1 Ethernet I/O module for each Data Mover.
- At present, PowerMax and VMAX All Flash ships by default, with a single 2-port 10Gb optical I/O module.
- To get others an RPQ and/or hardware upgrades/replacements need to be done.
2 Model comparison

The below table outlines the different components & capacity of the VMAX models offering eNAS.

Table 1  VMAX with eNAS – Model Comparison

<table>
<thead>
<tr>
<th>VMAX Family</th>
<th>VMAX200K</th>
<th>VMAX400K</th>
<th>VMAX250F/FX</th>
<th>VMAX450F/FX</th>
<th>VMAX850F/FX</th>
<th>VMAX950F/FX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Components</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control Stations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shared Logical Cores</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>4^</td>
</tr>
<tr>
<td>Memory (GB)</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Data Movers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logical Cores</td>
<td>10/20</td>
<td>16/32/48^/64^</td>
<td>10/20</td>
<td>10/20</td>
<td>16/32/48^/64^</td>
<td>16/32/48^/64^</td>
</tr>
<tr>
<td>Memory (GB)</td>
<td>48/96</td>
<td>48/96</td>
<td>48/96</td>
<td>48/96</td>
<td>48/96/144^/192^</td>
<td>48/96/144^/192^</td>
</tr>
<tr>
<td>Max I/O Modules</td>
<td>6/12</td>
<td>6/12</td>
<td>6/12</td>
<td>6/12</td>
<td>6/12</td>
<td>6/12</td>
</tr>
<tr>
<td>Max Data Movers</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>8^</td>
</tr>
<tr>
<td>Max Capacity per Data Mover</td>
<td>512Tb^3</td>
<td>512Tb^3</td>
<td>512Tb^3</td>
<td>512Tb^3</td>
<td>512Tb^3</td>
<td>512Tb^3</td>
</tr>
<tr>
<td>Max eNAS capacity per VMAX</td>
<td>1.5Pb^5</td>
<td>3.5Pb^5</td>
<td>1.5Pb^5</td>
<td>3.5Pb^5</td>
<td>1.5Pb^5</td>
<td>3.5Pb^5</td>
</tr>
</tbody>
</table>

a) Support for more than four Software Data Movers in the VMAX 400K requires HYPERMAX OS 5977.813.785 or later.
b) The 850F/FX and 950F/FX can be configured with a maximum of 4 Data Movers. However, via RPQ that can be increased to either 6 or 8 Data Movers.
c) Each VMAX 100K Software Data Mover can support up to 256TB of usable capacity. Starting with HYPERMAX OS 5977.813.785 or later VMAX 200K, 400K, 450F, 850F, 950F each Software Data Mover can support up to 512TB of usable capacity.

The below table outlines the different components and capacity of the PowerMax models offering eNAS.

Table 2  PowerMax with eNAS – Model Comparison

<table>
<thead>
<tr>
<th>PowerMax Family</th>
<th>PowerMax 2000</th>
<th>PowerMax 8000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control Stations (2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shared Logical Cores</td>
<td>2</td>
<td>4^</td>
</tr>
<tr>
<td>Memory (GB)</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Data Movers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logical Cores</td>
<td>12/24</td>
<td>16/32/48^/64^</td>
</tr>
<tr>
<td>Memory (GB)</td>
<td>48/96</td>
<td>48/96/144^/192^</td>
</tr>
<tr>
<td>I/O Modules (Max)</td>
<td>6/12</td>
<td>6/12/18^/24^</td>
</tr>
<tr>
<td>Max Data Movers</td>
<td>4</td>
<td>8^</td>
</tr>
<tr>
<td>Max Capacity per Data Mover</td>
<td>512Tb</td>
<td>512Tb</td>
</tr>
<tr>
<td>Max eNAS Capacity per PowerMax</td>
<td>1.5Pb</td>
<td>3.5Pb</td>
</tr>
</tbody>
</table>
3 Best practices

3.1 Size for eNAS in advance
It is highly recommended to consider the potential to use eNAS when sizing, and include this in up-front configuration.

3.2 Network connectivity

3.2.1 Port/IO Module connectivity
eNAS I/O Modules are dedicated to eNAS and cannot be shared for other connectivity. When planning host to eNAS connectivity for performance and availability, connect at least two physical ports from each Data Mover to the network. Similarly, connect at least two ports from each host to the network. In this way, eNAS can continue to service the host I/O, in case of a component failure.

For best performance and availability, use multiple file systems and spread them across all the Data Movers serviced by different Ethernet interfaces. Each NAS share created on the Data Mover is accessible from all ports on the Data Mover, so it is essential that the host has connectivity to all the ports of the Data Mover. With SMB 3.0, the host can take advantage of load balancing and fault tolerance if multiple Ethernet ports are available on the host. For non SMB 3.0 environments, create virtual network devices that are available to selected Data Movers, selecting a type of Ethernet channel, link aggregation, or Fail Safe Network (FSN). Do this before you create an interface.

VNX documentation provides information about configuring virtual Ethernet devices.

The cables that need to be connected are:

- 2 network cables into the black customer connectors at the rear of the box for that engine (1 per director)
- 2 network cables from the SLIC into the IP Storage Network (1 per director)
3.2.2 Use 10Gb I/O module

- The NAS data is presented to clients via the Data Movers.
- For high-performance workloads, it is recommended to use 10Gb I/O modules and jumbo frames. (MTU of 9000 bytes)

**Note:** The entire network infrastructure must also support jumbo frames.

- If link aggregation of Data Mover ports is required for bandwidth aggregation or load balancing, use the LACP protocol.

3.3 Storage group considerations

Create multiple storage groups/nas_pools in order to:

- Separate workloads.
- Dedicate resources when you have specific performance goals.

3.4 Service levels and eNAS

Service levels for PowerMaxOS address the challenge of ensuring applications have consistent and predictable performance by allowing users to separate storage groups based on performance requirements and business importance. PowerMaxOS gives the ability to set specified service levels to ensure the highest priority application response times are not impacted by lower priority applications. The available service levels are defined in PowerMaxOS and can be applied at the creation of a storage group or can be modified to an existing storage group at any time. eNAS is fully integrated with Service Levels introduced for PowerMax and VMAX All Flash. Service Levels can be associated with the storage group for the nas_pool which will determine the response time for the applications accessing data.

Service levels are offered with various ranges of performance expectations. The expectations of service levels are defined by their own characteristic of a target response time. The target response time is the average response time expected for the storage group based on the selected service level. Along with a target response time, service levels also have either an upper response time limit or both an upper and lower response time limit.

The service levels offered are:

For more information on Service Levels, please refer to the Service Levels White Paper: [https://www.emc.com/collateral/technical-documentation/h17108-dell-emc-service-levels-for-powermaxos.pdf](https://www.emc.com/collateral/technical-documentation/h17108-dell-emc-service-levels-for-powermaxos.pdf)
3.4.1 Host I/O Limits and eNAS

The Host I/O Limits quality of service (QoS) feature was introduced in the previous generation of VMAX arrays. It enables customers to place specific IOPS or bandwidth limits on any storage group, regardless of the service level assigned to that group. The I/O limit set on a storage group provisioned for eNAS applies to all file systems created from that storage group cumulatively. If the Host I/O limits set at the storage group level need to be transparent to the corresponding eNAS file system, there must be a one-to-one correlation between them. Assigning a specific Host I/O limit for IOPS, for example, to a storage group (file system) with low performance requirements can ensure that a spike in I/O demand does not saturate its storage, due to FAST inadvertently migrating extents to higher tiers, or overload the storage, affecting performance of more critical applications. Placing a specific IOPs limit on a storage group limits the total IOPs for the storage group, but does not prevent FAST from moving data based on the service level for that group. For example, a storage group with Gold service level may have data in both EFD and HDD tiers to satisfy service level compliance, yet be limited to the IOPS set by Host I/O Limits.

3.5 File system considerations

3.5.1 Auto-extending

You must specify the maximum size to which the file system should automatically extend. The upper limit for the maximum size is 16 TB. The maximum size you set is the file system size that is presented to administrators, if the maximum size is larger than the actual file system size.

**Note:** Enabling automatic file system extension does not automatically reserve the space from the storage pool for that file system. Administrators must ensure that adequate storage space exists, so that the automatic extension operation can succeed. If the available storage is less than the maximum size setting, automatic extension fails. Administrators receive an error message when the file system becomes full, even though it appears that there is free space in the file system. The file system must be manually extended.

For more information on auto extending a file system, refer to the Managing Volumes and File Systems with VNX AVM document.

3.5.2 Use Automatic Volume Management (AVM) for FileSystem (FS) creation.

Automatic Volume Management (AVM) is a Dell EMC feature that automates volume creation and volume management. By using the VNX command options and interfaces that support AVM, system administrators can create and extend file systems without creating and managing the underlying volumes.

The automatic file system extension feature automatically extends file systems that are created with AVM when the file systems reach their specified high water mark (HWM). Thin provisioning works with automatic file system extension and allows the file system to grow on demand. With thin provisioning, the space presented to the user or application is the maximum size setting, while only a portion of that space is actually allocated to the file system.

The AVM feature automatically creates and manages file system storage. AVM is storage-system independent and supports existing requirements for automatic storage allocation (SnapSure, SRDF, and IP replication).

It is recommended not to have any file system over 90% utilized. If a file system does reach this threshold, extend it. The reason for this, is to allow at least 10% of the file system capacity for:
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- File system Extension
- Checkpoints/SnapShots

3.5.3 Slice Volume Option when creating file systems

If you want to create multiple file systems from the same Storage Group/nas_pool, use the slice volumes option. Otherwise the file system you are creating consumes all of the specified Storage Group/nas_pool, making it unavailable for any other file systems.

3.5.4 Use a high watermark and maximum file system size for auto-extending file systems

If a user is employing auto extend of your file systems, set a HWM. The HWM specifies at what percent the file system should be auto extended. The default HWM is 90%. Once a file system reaches its HWM, it is auto extended, until the size of the free capacity is brought below the HWM again. The file system is extended, striping across all devices in the pool. This means that the used capacity might be brought down to just 1% below the HWM or more, depending on the amount and size of the volumes in the underlying storage pool.

Setting a maximum file system limit, specifies the maximum size that a file system can grow to. To specify this maximum, type an integer and specify T for terabyte, G for gigabyte (the default) or M for megabyte.

If you do not set either of these variables, but DO setup auto extend of filesystems:

- A file system auto extends once it reaches 90% of usable capacity.
- A file system auto extends to 16Tb, if the space is available.

For more information on auto extending a file system, refer to the Managing Volumes and File Systems with VNX AVM document.

3.5.5 Bandwidth intensive applications / I/O limits

If you are hosting an application that has a heavy I/O profile on eNAS, you can set a host I/O limit against the storage group that the application uses. This host I/O limit limits the amount of traffic that the array gives to this SG, regardless of the SLO that is set against the SG.

The I/O limit set on a storage group provisioned for eNAS applies to all file systems created on the volumes in that storage group. If the Host I/O limits set at the storage group level needs to be transparent to the corresponding eNAS file system, there must be a one to one correlation between them.

Assigning a specific Host I/O limit for IOPS, for example, to a storage group (file system) with low performance requirements can ensure that a spike in I/O demand does not saturate its storage, cause FAST inadvertently to migrate extents to higher tiers, or overload the storage, affecting performance of more critical applications.

Placing a specific IOPs limit on a storage group limits the total IOPs for the storage group. However, it does not prevent FAST from moving data based on the SLO for that group. For example, a storage group with Gold SLO may have data in both EFD and HDD tiers to satisfy SLO compliance, yet be limited to the IOPS set by Host I/O Limits.
3.6 Data protection

3.6.1 SnapSure for checkpoints

Filesystem checkpoints provide a point in time image of a given filesystem. This allows system administrators and eNAS users to return a file system to a given point in time, in order to recover lost/corrupt data, and to perform a variety of tasks on the data from this point in time. If checkpoints are required for eNAS, use SnapSure.

SnapSure enables you to create point-in-time logical images of a production file system. SnapSure uses a "copy on first modify" principle. A production file system consists of blocks. When a block within the production file system is modified, a copy containing the block’s original contents is saved to a separate volume called the SavVol. Subsequent changes made to the same block in the production file system are not copied to the SavVol. The original blocks from the production file system in the SavVol and the unchanged production file system blocks remaining in the production file system are read by SnapSure according to a bitmap and blockmap data-tracking structure. These blocks combine to provide a complete point-in-time image called a checkpoint.

Checkpoints can be read-only or read-write. With SnapSure, you can restore a production file system to a point in time either type of checkpoint. Create checkpoints using the data protection tab in Unisphere™ for VNX™. In Unisphere, you select the file system, the checkpoint name, and the pool to use for storing the checkpoints. Use Unisphere for VNX to schedule automated snapshots, allowing at least 15 minutes between snapshots.

If using NDMP backups, configure these 2 schedules so that they do not overlap.

Every checkpoint you create, is another file system, so it is important to take into account the number of file systems you are going to create, when creating or scheduling checkpoints.

3.6.2 Virtual Data Movers (VDM) and File Auto Recovery (FAR)

eNAS supports Virtual Data Movers (VDMs). VDMs are used for isolating Data Mover instances within a secure logical partition. They are file system containers that isolate a Virtual Data Mover from other VDMs in the same Data Mover container. VDM is a security mechanism as well as an enabling technology that simplifies the disaster recovery failover process. It maintains file system context information (metadata) to avoid rebuilding these structures on failover. File systems can be mounted beneath VDMs that are logically isolated from each other. VDMs can be used to support multiple LDAP domains within a customer environment. They can also be used to rebalance file loads across physical Data Movers by moving VDMs and their underlying file systems between Data Movers. VDMs are important when deploying replication solutions.

Introduced in the HYPERMAX OS 5977.691.684, File Auto Recovery (FAR) allows you to manually failover or move a Virtual Data Mover (VDM) from a source eNAS system to a destination eNAS system. The failover or move leverages block-level Symmetrix Remote Data Facility (SRDF™) synchronous replication, thus there is zero data loss in the event of an unplanned operation. This feature consolidates VDMs, file systems, file system checkpoint schedules, CIFS servers, networking, and VDM configurations into their own nas_pools. This feature works for a recovery where the source is unavailable. For recovery support in the event of an unplanned failover, there is an option to recover and clean up the source system and make it ready as a future destination.

VDM failover can be run as a planned activity, or as a disaster recovery exercise. There are two different commands that can be run, depending on which scenario the administrator may be in:
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- **Planned failover** – When running a planned failover, use the –reverse argument. This gracefully fails over the VDM in the specified session, and all its mounted file systems. The –reverse argument also includes a “Clean” of the original source site upon completion of the failover. The –reverse argument is to be run on the target site.

- **Disaster recovery** – In the event of an outage in the source site, and the host being down, the –failover argument is to be used. This is a reactive measure, and as the source host is down, a Clean operation is not run at this time. When the source site has been recovered, the session that has been failed over, requires a clean operation.

The manually initiated failover & reverse options can also be performed using the Dell EMC File Auto Recovery Manager (FARM) product. This product allows the ability to automatically failover Syncreplicable VDMs from a source to a target destination. FARM can be configured to monitor sync-replicated VDMs and trigger automated failover in the event of Data Mover, File System, Control Station or IP network unavailability, that would cause data unavailability to the eNAS client.

### 3.6.3 Pre-failover planning

If users are configuring your CIFS shares with Continuos Access (CA) you need to create an additional interface, with connectivity to your Domain Controller (DC) to ensure that you do not lose access to your CIFS share when perform the first failover.

The Data Mover must always have access and be able to communicate with the DC to allow seamless failover of CA enabled CIFS shares. This can be achieved by configuring an additional interface on the DM of the remote site, prior to performing the first failover.

For all additional failovers, you need to ensure that the remote site, has an interface configured and active on it, prior to performing the failover.

FAR can be used for disaster recovery, maintenance & load balancing operations. FAR has the following requirements:

- PowerMaxOS version 5978.144.144 or above.
- SRDF is configured & enabled.

Please refer to the support documentation for FAR, below.


### 3.6.4 Backup solutions

eNAS supports traditional NAS backup applications, for example Dell EMC Networker or Dell EMC Avamar, which can both be found in Dell EMCs Data Protection Suite.

Further information on these solutions can be found at:

- [https://support.emc.com/media52569_Data_Protection_Advisor_and_the_EMC_Data_Protection_Suite.mp4?language=en_US](https://support.emc.com/media52569_Data_Protection_Advisor_and_the_EMC_Data_Protection_Suite.mp4?language=en_US)
- [https://support.emc.com/products/1095_NetWorker](https://support.emc.com/products/1095_NetWorker)
- [https://support.emc.com/products/27368_Backup-&-Recovery-Manager-Avamar](https://support.emc.com/products/27368_Backup-&-Recovery-Manager-Avamar)

**Note:** A dedicated 8Gb I/O module is required for NDMP backups.
3.6.5  eNAS upgrades

eNAS upgrades are performed during overall PowerMaxOS upgrades. During eNAS upgrades, the new code is deployed to the DMs, and a reboot of them is required to install the new code versions. The user has 2 options here:

- Allow the HYPERMAX/PowerMax Upgrade to automatically reboot the DM when required during the upgrade
- Manually reboot the DM’s at a later date

There are many factors to consider here, including:

- Amount of filesystems configured. (each checkpoint is considered a file system)
- Size of each filesystem.
- Amount, size & type of IO running to the filesystems configured.

Testing has shown that some IO generators will not experience interruptions during these reboots, but it is up to you to determine the type of workload that is running, and to determine if it can withstand the duration of outage, that may be caused by the amount of file systems to be failed over etc.
4 Conclusion

PowerMax and VMAX All Flash with eNAS provides a consolidated platform for both block & file storage. It provides an easy way to provision, manage, and operate file and block environments while keeping in mind application performance needs.

This best practices guide provides configuration and usage recommendations for eNAS in general use cases. As always, every customer environment is different and may need different configuration from those mentioned in this document.

For more information on the reasoning for any of the recommendations made in this document, please refer to the supporting documentation referenced.
A Technical support and resources

Dell.com/support is focused on meeting customer needs with proven services and support.

Storage technical documents and videos provide expertise that helps to ensure customer success on Dell EMC storage platforms.

A.1 Related resources

- http://Support.EMC.com – Dell EMC support homepage
- https://support.emc.com/products/38576_eNAS - eNAS support homepage
- Instructions needed for multiple GK Support.docx
- https://support.emc.com/products/36656_VNX2-Series/Documentation/ - Dell EMC VNX support homepage
- https://support.emc.com/products/1095_NetWorker - Dell EMC NetWorker support homepage
- https://support.emc.com/products/27368_Backup-&-Recovery-Manager-Avamar - Dell EMC Avamar support homepage