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Executive summary

Executive summary

In the world of storage management, storage administrators need a way to access information quickly about
their environment especially when it relates to critical systems. This can be a difficult task when an
environment consists of multiple systems because navigating to each individual system would be time
consuming and identifying the systems that need immediate attention is critical.

To address these concerns, Dell EMCE introduced Uni s
monitors the status, activity, and resources of mult|
VVNX, UnityE RaWiSIAE sndrlargie systems all from a centr

server obtains aggregated status, alerts, host details, performance and capacity metrics, and storage usage
information from the systems. This allows administrators to take a quick look at their entire storage
environment and rapidly access storage systems which are in need of attention or maintenance.
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Introduction

1 Introduction

This white paper describes the Unisphere Central interface and explains how storage administrators can
easily monitormul t i pl e VNXe, VNX, CLDeREMC Omity aDKDEIEEMC WNtWWRA
storage systems. Also, it describes the Unisphere Central features and provides general usage guidelines.
For step-by-step instructions, refer to the Unisphere Central Online Help.

1.1 Audience

This white paper is intended for Dell EMC customers, partners, and employees who are considering using

Uni sphere Central to monitor VNXIEMCWWUny{supp&tedoRboth Blash C X 4 |
and Hybrid) and Dell EMC UnityVSA storage systems. Dell EMC assumes the reader is at least an IT

generalist with experience as a system or network administrator.

1.2 Terminology

1 Open Virtualization Format (OVF) i A platform-independent, efficient, extensible, and open packaging
and distribution format for virtual machines.

1 Unisphere 1 An interface for managing individual storage systems like VNX, VNXe, vWNX, Dell EMC
Unity and Dell EMC UnityVSA.

1 Unisphere Central i A Unisphere virtual application that collects and aggregates status information from
appropriately configured VNX, VNXe, CLARIiION CX4, vVNX, Dell EMC Unity, and Dell EMC UnityVSA
systems on a network. The Unisphere Central server is deployed as an OVF template integrated within a
VMware virtual environment.

1 Virtual Application (vApp) 7 A container, such as a resource pool, that can contain one or more virtual
machines. vApps also share some functionality with virtual machines in that they can be powered on and
off, and be cloned.

6 Dell EMC Unisphere Central | H13827 DELLEMC



Monitoring VNXe, CX4, vWNX, Dell EMC Unity, and Dell EMC UnityVSA Systems with Unisphere Central

2 Monitoring VNXe, CX4, vWNX, Dell EMC Unity, and Dell
EMC UnityVSA Systems with Unisphere Central

Unisphere Central enables you to:

1 Monitor up to 1000 VNXe, VNX, CX4, vWNX, Dell EMC Unity and Dell EMC UnityVSA systems for basic
alerts and status information from a single interface.

1 View aggregated alerts, system state, metrics storage, disk capacity, storage usage, and performance
data for managed systems.

1 Control access to the monitoring interface by setting up local Unisphere Central users or integrating
existing Lightweight Directory Access Protocol (LDAP) enabled users and groups.

1 Organize logical views of all system types based on user-defined tags; for example, by location, type, or

department.

Launch Unisphere for individual systems.

Identify and display the hosts connected to these systems.

Identify and display the storage resources used by hosts.

Analyze storage capacity and performance metrics of monitored storage systems.

Configure a single-stack (IPv4 or IPv6) or dual-stack (IPv4 and IPv6) network environment.

Use Single Sign-On (SSO) functionality with VNXe3200 systems running code 3.1 or later, VNXe1600

systems, VVNX, Dell EMC Unity and Dell EMC UnityVSA systems.

1 Initiate profile-based system configurations for VNXe3000 series systems running code 3.1.5 or later for
VNXel600 systems, and for VNXe3200, Dell EMC Unity and Dell EMC UnityVSA systems.

1 View predictive capacity reports for storage pools.

=A =4 =4 4 -4

The Unisphere Central environment consists of a Unisphere Central server running on an ESX/ESXi server
(standalone or through vCenter), VNXe, VNX, CX4, vWNX, Dell EMC Unity and Dell EMC UnityVSA storage
systems, and a remote system to access the Unisphere Central server (Figure 1).

Remote e
computer = A
accessing
Unisphere
Central

VMware virtualized environment

VMware vApp running
Unisphere Central server

VNX System

mmty ysteﬁ I L VNXe System J
Hosts

Figure 1 Example of a Unisphere Central environment
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Getting Started

3 Getting Started

3.1 System Requirements

The following resources are required for deploying and using Unisphere Central:
At least one 64-bit ESXi server that meets the following requirements:

Table 1 ESXi System Requirements

Component Base Configuration Recommended Configuration
CPU 2 4
Memory 3GB >8 GB
Network Interfaces 1 1
Storage 20 GB >40 GB

The system requirements change when metrics collection is enabled in Unisphere Central. In this instance,
please refer to Table 2 and Table 3 in the Performance Metrics section for more information.

Note: High Availability configurations are only available when using ESXi servers are managed by a vCenter
server. A minimum of two ESXi servers are required.

1 NTP server (optional but highly recommended).

1 DNS server (optional in IPv4 or IPv6 single-stack environments. Required in dual-stack IPv4/IPv6
environments).

1 An HTML5 compatible web browser or compatible device like a tablet to view the Unisphere Central
HTML5 GUI. Supported web browsers include:

- Google Chrome (v33 or later)

- Microsoft Internet Explorer (v10 or later)
- Mozilla Firefox (v28 or later)

- Apple Safari (v6 or later)

3.2 Storage Array Requirements

The following minimum code versions are required to add the storage arrays to Unisphere Central:
1 VNXe systems running the following code versions:
- VNXe OE MR2 2.2.0 and later
1 VNX systems running the following code versions:
- VNX Unified Systems:
> VNX for Block OE 05.33 and VNX for File OE 7.1 and later
- VNX Block-only Systems:

> VNX for Block OE 05.33 and later

8 Dell EMC Unisphere Central | H13827 DALEMC



Getting Started

3.3

3.4

9

1 CLARIiON CX4 systems running the following code versions:

- Release 30 04.30.000.5.525
-  Release 30 04.30.000.5.526 and later

1 VvVNX systems running the following code versions:
- VWNXOE 3.1.2 and later

1 Dell EMC Unity systems running following code versions:
- Dell EMC Unity OE 4.0.0 and later

1 Dell EMC UnityVSA systems running the follow code versions:
- Dell EMC Unity OE 4.0.0 and later

Note: VNX File-only systems and VNX Gateway systems are not supported.

Download and Deploy the Unisphere Central OVF Template

Unisphere Central is deployed as a virtual machine (VM) built from an OVF template in a VMware
environment. You can download Unisphere Central from Dell EMC Online Support and assign the IP address
of Unisphere Central while deploying the OVF template within vCenter or in the console of the VM when
deploying the OVF template directly on an ESXi host.

The Dell EMC Unisphere Central Installation Guide, available from Dell EMC Online Support, provides
detailed installation instructions for Unisphere Central.

Configure Unisphere Central Server

After you deploy Unisphere Central and power on the VM, point your browser to the IP address or domain
name you specified during the installation.

Note: Unisphere Central installs with a default username, admin, and password, Password123#. When you
first launch Unisphere Central, you are required to change the administrator password.

In the Settings dialog, you can configure the following components in the Management Settings section (Figure 2):

1 Server Name (Network Settings Tab) i The name of the Unisphere Central server (optional).

1 NTP servers (Time Servers (NTP) Tab) i A protocol used to synchronize the system clock with other
nodes on the network (Highly recommended).

1 DNS servers (DNS Servers Tab) i The network service that converts domain hames to their
corresponding IP addresses (Optional in IPv4 or IPv6 single-stack environments. Required in dual-stack
IPv4/IPv6 environments).

1 Security Policy (Security Policy Tab) i Select either manual verification (least secure) or automatic
verification (most secure, default, and Dell EMC recommended). Security policy settings apply to VNXe,
VVNX, Dell EMC Unity, and Dell EMC UnityVSA systems only.

- For manual verification, only the IP address of the Unisphere Central server must be configured on
the storage systems and the Unisphere Central administrator must verify the system manually before
it can be monitored.

Dell EMC Unisphere Central | H13827 DELLEMC



Getting Started

- For automatic verification, the server hash and challenge phrase configured here are provided to the
storage system and the identities of the Unisphere Central server and storage system are verified
automatically when it connects to the Unisphere Central server. The Unisphere Central server and
storage systems always communicate through SSL encrypted connections and authenticate each
other by using X.509 certificates.

Settings

Q Software
l Users and Groups

§ Management
* Network Settings
Time Servers (NTF)
DNS Servers
Security Policy

Metrics

Configure Unisphere Central Server

Server Name: Unisphere_Central
MAC Address:  00:50:56:ab:6b:14
IPv4 Address

Disable IPv4 management access
Obtain an IPv4 address automatically

* Use a static IPv4 address
IP Address: *
Subnet Mask:* | 255.255.252.0
Gateway: *
IPv6 Address

= Disable IPvé management access

Use a static IPv6 address

Close

Figure 2  Settings Dialog
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4 Add VNXe, VNX, CX4, vWNX, Dell EMC Unity, and Dell EMC
UnityVSA Systems to Unisphere Central

Storage systems can be monitored by Unisphere Central without logging into each individual system. From

the Systems > Storage Systems page, click the Add icon and select either Add VNXe, Add VNX, Add

VVNX, Add CX4, Add Unity or Add UnityVSA depending on the model of your storage system. This opens

the Add Storage System window (Figure 3). In this window, administrators can enter the IP address of one

of their storage systemds storage processors (SPs),
provide admin credentials to add their storage system to Unisphere Central.

When adding a VNX or CX4 system, Unisphere Central discovers and adds all other systems included in the
same local domain of the system being added. To keep track of Unisphere domains, Unisphere Central
assigns system-defined tags. For more information on system-defined tags, please refer to the Tags section
later in this document.

Administrators can also use the wizard to add Multiple Storage Systems of the same type to Unisphere
Central consecutively. This is done by selecting the Multiple Storage Systems option, and browsing to a text
file (*.txt) or a comma-separated value file (*.csv) containing a list of IP addresses (IPv4/IPv6). The list must
be in the following format:

<SP_IP1>
<SP_IP2>
<SP_IP3>
<SP_IP4>

= =4 =4 =4

Add Storage System (7 Xx]

* Specify IP Address Specify Storage System Address for Unity
Verify Certificates Add storage systems by entering individual system information or by uploading a CSV file.
Provide Credentials ) Single Storage System

Summary

IP Address: | |

Results
Multiple Storage Systems
Add a set of storage systems to Unisphere Central by uploading a file containing the systems' IP addresses

Cancel

Figure 3  Add Storage System Window

4.1 Verification of VNX AND CX4 Systems

For VNX and CX4 systems, after adding the system, verification is needed within Unisphere Central before
the system is ready for monitoring. This is done by highlighting the added system in the Storage Systems list
and clicking the Verify button in the task bar to display the Verify Storage Systems window (Figure 5). The
verification process validates the certificates for every IP address associated with the system (i.e. SPA, SPB,

11 Dell EMC Unisphere Central | H13827 DEALLEMC
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CS0, CS1). Once verification is complete, Unisphere Central starts to collect data pertaining to the selected
system and monitors its activity.

4.2 Verification of VNXe, VWNX, Dell EMC Unity, and Dell EMC
UnityVSA Systems

For VNXe, vWNX, Dell EMC Unity, and Dell EMC UnityV SA systems, verification of
certificate occurs aut oma tSecusty Policy (Flyeev) idJsetifos futomatie Cent |
verification, which means no manual configuration is required after the initial connection is established.

A challenge phrase is a string that the Unisphere Central server uses to identify VNXe, vVNX, Dell EMC Unity
and, Dell EMC UnityVSA systems during the initial connection. This allows the Unisphere Central server to
automatically confirm that this is a valid client request. When the initial SSL connection is made from the
storage system to the Unisphere Central server, the server sends its certificate chain to the storage system.
By providing this server hash string, the Unisphere Central server confirms its identity to the storage system.

In this way, the challenge phrase allows the Unisphere Centralser ver t o confirm the sys:/
server hash allows the system to confirm the identity of the Unisphere Central server. This mutual

identification is required only during the initial connection. After the initial connection, the server and the

storage systems use standard X.509 certificates for mutual authentication.

Settings [ Xx]

Q software Configure Security Policy

Specify how VNXe, vWNX, Unity, and UnityVS4A systems are verified when connecting to

‘L Users and Groups the server.

Manual verification {least secure)
L8 Management e X, Unity, and UnityV'SA systems are allowed to connect to the server but
Network Settings - - o
) Automatic verification (most secure
Time Servers (NTP) L ( o }7

Certificate Hash cwUxzV5aseGpXUGEXBYJHCE4eeB8rKP/mtnO8SOWIE=

Metrics

Challenge Phrase: | 1771563866

Cancel

Figure4  Configure Security Policy

If the security policy is set for Manual verification, admi ni strators must manually
certificates just like for VNX and CX4 systems. An unverified system displays a padlock icon in the Storage
Systems list. Selecting one or multiple unverified systems and clicking the Verify button brings up the Verify
Storage Systems dialog (Figure 5).
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Verify Storage Systems [ Xx]
Select any unverified storage systems to verify.
Verification State + | Name IP Addresses
Waiting FNMO0165103922

Waiting FNMO00190201279

View Certificate Details

Cancel

Figure 5  Verify Storage Systems Dialog

4.3 Alternative Method to Add VNXe, VVNX, Dell EMC Unity, and Dell
EMC UnityVSA Systems to Unisphere Central

Storage systems can also be added to Unisphere Central using Unisphere.
1 Log into the VNXe/NVVNX/Unity/UnityVSA

- For VNXe/VVNX i Select Settings > Management Settings, and click the Network tab.
- For Unity/UnityVSA 1 Select Settings > Management > Unisphere Central.

1 Inthe Unisphere Central Configuration section (Figure 6) for VNXe and (Figure 7) for Unity

- For VNXe systems i Select the Configure this VNXe (system) for Unisphere Central checkbox,
and type the Unisphere Central IP address.

- For Dell EMC Unity systems i Select the Configure this storage system for Unisphere Central
checkbox, and type the Unisphere Central IP address.

1 If you set the security policy on the Unisphere Central server to Automatic, select the Use additional
security information from my Unisphere Central checkbox.

- Type the Unisphere Central Server Hash.
- Type the Challenge Phrase.

1 If you set the security policy on the Unisphere Central server to Manual, type only the IP address of
Unisphere Central.
91 Click Apply changes when finished.
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4.4

Unisphere Central Configuration

This WNXe system can be configured to use Unisphere Central, a network application that allows administrators to
remotely monitor multiple VNXe systems through a single interface.

Configure this VMNXe for Unisphere Central

Unisphere Central IP:

Use additional security information from Unisphere Central

Where do I get this info?
Unisphere Central Server Hash:
Challenge Phrase:

Confirm Challenge Phrase:

Figure 6  Unisphere Central Configuration in Unisphere for VNXe

Settings
@ Software and Licenses

=
[ Users and Groups

Eﬂ Management
System Time and NTP
DNS Server

* Unisphere Central

Unisphere IPs
Remote Logging
Failback Palicy
Performance

Encryption
=
43 Storage Configuration

“'T}', Support Configuration

Initial Configuration Wizard

00

Unisphere Central Configuration

This storage system can be configured to use Unisphere Central, a network application

that allows administrators to remotely monitor multiple storage systems through a single
interface.

f Configure this storage system for Unisphere Central
Unisphere Central IP: *

Use additional security information from Unipshere Central

* SECUREL

Close | |

Figure 7 Unisphere Central Configuration in Unisphere for Unity

Remove Storage Systems from Unisphere Central

To remove a VNXe, VWNX, CX4, VNX, Dell EMC Unity, and Dell EMC UnityVSA ystem from Unisphere

Central, navigate to the Storage Systems page, select the system to be removed from the list, and click the
Remove button (Figure 8).

14
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Remove System

9 Are you sure you want to remove the selected storage system?

Figure 8  Remove System Dialog
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5 Unisphere Central Graphical User Interface
The following sections include details regarding the various pages that can be viewed in the Unisphere
Central GUIL.

5.1 Dashboard Page

The Dashboard page displays customizable view blocks for all monitored storage systems (Figure 9).
Unisphere Central enables users to create, configure, and manage multiple dashboards. Each dashboard
appears as a tab in the dashboard window and displays a set of views.

= DLLEMC | Unisphere Central Q o 4L ]
[ DASHBOARD Main ~
&= SYSTEMS
CAPACITY TIER CAPACITY
Extreme Performance -
Use 3278
24.07TB .. 20778
Free
2-] 3 6 TB’ W Used Performance e
. se
Total Prealiocated 0.0TB ;..
W Unconfigured Disk
Capacity .
Used 0778
0.7TB r.. <0178
ALERTS HEALTH & INVENTORY
g é 4 13 Hosts
erene 5 Luns
SYSTEMS
142 125 307
- ‘ 24 File Systems
CRITICAL ERROR WARNING [
3 1

Figure 9  Dashboard Page

The Dashboard page can be configured to display multiple dashboards containing any combination of the
following view blocks:

1 Alerts i Displays a summary of alerts for all VNXe, vVWNX, VNX, CX4, Dell EMC Unity, and Dell EMC
UnityVSA systems that are monitored by Unisphere Central (Figure 10). Users can also customize the
name of the view block, display the number of alerts within a specific time range, and display alerts with a
specific tag. To customize, users need to hover over the view block and click Configure icon (gear icon).
Clicking an alert icon brings the user to the Alerts page which is automatically filtered based on what is
clicked.
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Unisphere Central Graphical User Interface

ALERTS
142 125 307
CRITICAL ERROR WARNING

Figure 10  Alerts View Block

1 Capacity i Provides a graphical summary of the storage capacity provisioned/used on the storage
systems that Unisphere Central monitors (Figure 11). The storage capacity provisioned/used on the
systems is represented as parts of a donut chart. Tooltips provide the value of each part of the chart by
hovering over them. Users can also customize the name of the view block, display capacity of systems
with a specific tag, as well as show capacity based on storage resource (i.e. File Systems, LUNSs, etc).

CAPACITY

Free
Used
Preallocated
[ Unconfigured Disk

Figure 11  Capacity View Block

1 Pools i Provides a snapshot view of 5 or 10 pools Unisphere Central monitors that have the most or
least available size or percentage of available size (Figure 12). Users can change the name of the view
block, customize how many pools are shown (5 or 10), show pools from systems with a specific tag, and
change the chart type (most available, least available, most percentage, or least percentage). Users can
also click a specific pool which brings them to the Pools page with the specified pool automatically
highlighted.
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POOLS By Most Available Size

Pool 1 86TB
los2 85TB
Pool 0 427TB
Hyper-V VM Pool 327TB
Thin-Pool-2 (from File) 31TB
StoragePool03 30TB
los (from File) 1.7
los2 (from File) 1
Pool 1 (from File) 1.
Block Deduplication Pool 10TB

Figure 12 Pools View Block

1 Pools Running out of Space i Provides a summary of the pools that are running out of space with an
estimated time until each pool is full within a week, month, and quarter (Figure 13). Users can customize
the name of the view block and display pools from systems with a specific tag. Note that users will only be
able to see pool out of space information when Unisphere Central has metrics collection storage available
and metrics collection is enabled on the storage systems. Clicking one of the categories brings the user to
the Pools page which is filtered based on what is clicked.

POOLS RUNNING OUT OF SPACE

O O within a month
0 within a quarter

WITHIN A WEE

Figure 13  Pools Running out of Space View Block

1 Health & Inventory 1 Shows the health state of all storage systems currently monitored by Unisphere
Central including some of the resources available on the systems (Figure 14). Users can customize the
name of the view block as well as display systems with a specific tag. Clicking a category brings the user
to the specified page with applicable filters.

HEALTH & INVENTORY

5 7 Hosts

SYSTEMS 90 Luns

%0 s o 27 File Systems
2 2

Figure 14 Health & Inventory View Block
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Unisphere Central Graphical User Interface

9 Tier Capacity i Displays a summary of the free and used pool capacity in each tier of the storage pools
(Figure 15). Users can customize the name of the view block and filter the systems by a specific tag.

TIER CAPACITY
Extreme Performance oot o
2407TB (. e
Performance Do
0.0TB ...
Capacity - B
0.7 T8 13 R

Figure 15 Tier Capacity View Block

5.2 Storage Systems Page
The Storage Systems page under Systems provides a list of all monitored VNXe, vVWNX, CX4, VNX, Dell
EMC Unity, and Dell EMC UnityVSA systems (Figure 16). The list can be sorted in many different ways
including severity status, name, model, and tags. In terms of basic functions, systems can be added, viewed
(details), removed, verified, and tagged from this page. For advanced functionality, users may create
configuration profiles for certain versions of VNXe, VNX, Dell EMC Unity, and Dell EMC UnityVSA systems.
This is done using the profile-based system configuration feature which is explained in the Advanced
Features section of this document.

The Storage Systems page also allows users to filter the list of managed systems by table column content

by clicking the Filter icon. For example, users can filter systems basedoncertai n severity | evel
and AMaj or Problemod. This is useful when there are hi
administrator wants to find the systems that need attention in a timely manner.

The Export icon allows users to export the list of systems to a CSV file. Lastly, the Customize icon allows
users to add more columns of different categories for personalized reporting.
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Unisphere Central Q (- B § (2]
Storage Systems
= +- 8§ C & W - MoreActions - atems V- 8- & FNM00165103922
! | Name 1 | Model IP Addresses Total Size (TB) Used (%) | Tags
v ° FNM00165103. Unity 650F lettutt 188.1
@ siter Unity 880F . 73 -I 88 -I
-1 1B
SiteB Unity 480F 173 u Total
° SiteC UnityVSA 0.7 I
.
System State: ok @

Name FNMO0165103922
Model: Unity 650F
Software Version:  5.0.0.05116
Management |P: 10.245.23.60:443
Pools: ]

Storage Resources: 0

Hosts: 4

Alerts 4

Figure 16  Storage Systems Page

Tags

Storage systems monitored by Unisphere Central can have tags applied to them to help organize and identify
the systems in a quick and efficient manner. This is done by highlighting one or multiple systems, clicking the
Tags > Apply Tags button, creating/choosing the wanted tags, and clicking Apply. After a user assigns a tag

to a managed system, they can filter systems by tags in the storage systems list or in the customizable view
blocks on the Dashboard page.

To keep track of Unisphere domains for VNX and CX4 systems, Unisphere Central automatically assigns
system-defined tags to every VNX and CX4 system. System-defined tags cannot be renamed, removed from
any system, or deleted from Unisphere Central. These tags use the following format:

T VNX_domain_101, VNX_domain_102, VNX_domain_103, etc.

User-defined tags can be managed using the Tags > Manage Tags button. In the Manage Tags dialog,
users can create new tags, rename tags, and delete tags (Figure 17).
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Manage Tags 00

Development
Engineering

Production

New Tag

=]

Figure 17 Manage Tags Dialog

5.4 Profiles Page
The Profiles page allows administrators to create configuration profiles of supported VNXe, Dell EMC Unity,
and Dell EMC UnityVSA systems and push those profiles onto other VNXe, Dell EMC Unity, and Dell EMC
UnityVSA systems so that they have the same settings (Figure 18). This is useful for administrators with many
storage systems that are about to be deployed and need the same configuration. The page allows users to
create, view, delete, apply, export, and import configuration profiles. Profiles can also be created and applied
to systems through the Storage Systems page using the More Actions button.

For more information on the profile-based system configuration feature, see the Advanced Features section in
this document.

= DLLEMC | Unisphere Central Q o 4L ]
[ DASHBOARD Profiles
- + c More Actions - ditems ¥ - £3- &
Name 1 System Type System Version Last Modified By Last Modification Time (UTC -04:...
test1 Unity 50005116 Local/admin 7/05/2019,9:23:03 AM
testz Unity 5.0.0.0.5.116 Local/admin 7/08/2019, 10:26:55 AM
testa UnityVSA 50005116 Local/admin 7/08/2019,10:27:53 AM
X =

Figure 18 Profiles Page
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5.5 Storage Menu

The Storage menu provides detailed information on storage use and configuration of the storage environment
for the systems being monitored by Unisphere Central. The menu includes separate pages for each type of
supported storage resource including Storage Pools, LUNs (Figure 19), LUN Groups, File Systems, VMware
Datastores, Microsoft Hyper-V storage, and Microsoft Exchange storage. Each storage resource page has the
ability to be filtered based on the available columns and can be exported to a CSV file.

= D<LLEMC | Unisphere Central Q © 2 O
[ pasHBOARD LUNs
= C aitems V- &- & LUN1-TARGET
|| Mame 1  System Size (GB) | Allocated (%)  Pool Consistency .. | FAST Cache ..
v ° LUN1-Target SiteA 600.0 Pooll No
° LUN2-Target SiteA 700.0 Pooll No
Thin Yes
° LUN4-Target SiteA 500.0 Pool1 No
Status: 0K
° LUNG& SiteA 500.0 Pooll No e

Description

system: SiteA

Consistency Group:

WWN 60:06:01:60:46:C0:4A:00:C3]
FAST Cache Enabled:  No

Pool: Pooll

Hosts: 0

Figure 19 LUNs Page

The frequency at which Unisphere Central collects storage and configuration data depends on the system
type. For VNX and CX4 systems, Unisphere Central collects storage and configuration data once per hour
unless it receives an alert, in which case Unisphere Central polls for alerts every 5 minutes. For VNXe, VWNX,
Dell EMC Unity, and Dell EMC UnityVSA systems, data is collected once per hour regardless of alerts or
health state changes. Data is retained until a monitored system or storage resource is removed.

Detailed information on each instance of a storage resource is also available in the following categories:
general information, associated hosts, storage capacity, and storage pool utilization and associated disks.

5.6 Migration Sessions Page

The Migration Sessions page (Figure 20) allows the user to create, view, modify, and delete migration
sessions of block resources from supported systems to Dell EMC Unity systems. This page and associated
functions leverages the existing San Copy Pull feature on Dell EMC Unity systems to provide an easy
migration user experience via Unisphere Central. Note that the initial connectivity setup including configuring
systems connections are not orchestrated through Unisphere Central. Therefore, Unisphere Central assumes
all initial setup work has been done successfully and provides an easy-to-follow GUI workflow to configure
migration sessions to Dell EMC Unity systems.

More detailed information can be found in the Migration Support for Dell EMC Unity Systems section of this
paper and step-by-step instructions to use the Migration Sessions page can be found in Unisphere Central
Online Help.
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= D¢LLEMC

[ pastBoARD

Hosts Page

The Hosts page provides a list of hosts configured on the storage systems monitored by Unisphere Central
(Figure 21). The information displayed for each host includes the health state, host name, system,
description, network address, initiators, and operating system. Host data is collected once per hour and

retained until a monitored host or storage system is removed. The host list can be filtered based on column
content by clicking the Filter icon. Also, the list can be exported to a CSV file.

= DeLLEMC

[ pasHBOARD

Unisphere Central
Migration Sessions
+ C

Name
!

testl
test2

test3

0000

testd

Unisphere Central

Name

10.245

10.245

10.245

10.245

10.245

10.245

10.245

10.245

10.245

MJO36MZ8

MJO36MZ9

MJO36MZC

MJO36MZD

0000000000000 -
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1 | State

Cancelled
Completed
Completed

completed

T | System
SiteA
SiteA
SiteA
SiteA
SiteA
SiteA
SiteA
SiteA
SiteA
FNMO00165103922
FNMO0165103922
FNMO00165103922
FNMO00165103922

Figure 21

Session Tag

from7020F
1ttt
tagged

tag

Network Addresses

Source WWN

60:00:d3:10:04:a4:..
60:00:d3:10:04:a4:
60:00:d3:10:04:a4...

60:00:d3:10:04:a4:

Destination System

ditems ¥ - £ -

Size To Copy(GB)

Destination S.. | Destination R..

SiteA LUN2-Target 500.0 GB
SiteA LUN2-Target  500.0 GB
SiteA LUN4-Target 500.0 GB
Sites LUNG 500.0 GB

Figure 20 Migration Sessions Page

13items V- - &

Initiators

MR N O NN N NN N NN

Hosts Page

Operating System
VMware ESXi 6.0.0
VMware ESXi 6.0.0
VMware ESXi 6.0.0
VMware ESXi 6.0.0
VMware ESXi 6.0.0
VMware ESXi 6.0.0
VMware ESXi 6.0.0
VMware ESXi 6.0.0
VMware ESXi 6.5.0
VMware ESXi 6.7.0
VMware ESXi 6.7.0
VMware ESXi 6.7.0

VMware ESXi 6.7.0

10.245.18.100
Status: & ok

Status Description:

Percent Progress(%)

The compenent is
operating normally. No

action s required.

Name: 10.245
Description:
System SiteA

Network Addresses:  10.245.
Operating System:
Initiators: 7

Storage Resources: 0

fdfe:9042:c53

VMware ESXi 6.0.0
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5.8 Alerts Page

The Alerts page provides a list of aggregated alerts from all storage systems being monitored by Unisphere
Central (Figure 22). Users can use alerts to determine the source of an issue, symptoms and cause of the
issue, and actions that can be done to resolve it. Any actions taken to resolve an alert must be performed
directly on the system on which the alert was reported. The information displayed for each alert includes:

Severity level

Source storage system that generated the alert
Log message

Date and time

Description

=A =4 =4 4 -4

The alerts can be filtered by column content and the entire list can be exported to a CSV file by clicking the
Export icon.

Figure 22 Alerts Page

5.9 Logs Page

The Logs page provides a list of log messages/events that Unisphere Central generates to record errors,
commands, and other information (Figure 23). The information displayed for each log includes:

Severity level

Date and time

Source

User that initiated the action
Unique event identifier
Description

=A =4 =4 -4 -4 -4

The logs/events can be filtered by column content and the entire list can be exported to a CSV file.
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