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Executive summary 

This document provides the configuration details for deployment of Oracle 12cR2 or 18c Real Application 

Clusters database environment on Dell EMC VxFlex integrated rack with ESXi 6.5 running Linux® operating 

systems in a VM. 

Dell EMC VxFlex integrated rack is a scale-out hyperconverged solution that delivers maximum flexibility, 

scalability, and performance for the enterprise data center. Its flexible architecture enables multi-OS and 

multi-hypervisor capabilities and flexibility to adapt as workloads change. Scalability comes from starting small 

and growing incrementally, but also growing compute and storage independently. VxFlex integrated rack also 

delivers stable and predictable performance for all workloads in the environment. It is an engineered system 

which is powered by Dell EMC VxFlex OS software defined storage to be reliable and easy to deploy. In 

addition, the solution is ideal for server SAN, heterogeneous virtualized environments, and high-performance 

databases. 

VxFlex integrated rack is a scale-out solution that enables you to add VxFlex integrated rack compute 

enclosures with various CPU, memory, and drive options. Dell EMC VxFlex OS software-defined storage 

enables scaling from a base configuration to a large-scale deployment including up to 1024 systems 

contributing to storage, and 1024 systems consuming storage. 
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1 Introduction 
Modern data center workloads have varying business value and characteristics for the workload and data that 

governs the performance, throughput, capacity, availability, data protection, and data services requirements. 

Shrinking IT budgets, the push for greater efficiency, consolidation, and workload requirements have made it 

necessary for the underlying infrastructure to deliver high performance, scalability, resiliency, and most 

importantly -- flexibility. VxFlex integrated rack is an engineered system for Dell EMC designed based on the 

following five pillars to meet the key infrastructure requirements.  

Software Defined Storage: Transformative IT Agility 

Dell EMC VxFlex OS is enterprise storage software that is architected and developed to run on industry-

standard x86 servers and Ethernet. It is software that can be seamlessly deployed and operated, enabling 

modern database teams to use Dell EMC VxFlex integrated rack easily for DevOps workflows or high 

performance and low latency workloads and operationalize the underlying infrastructure entirely through 

configuration and management tools. 

Enterprise Storage Meets Web-Scale: Scalable High Performance 

Dell EMC VxFlex integrated rack is a platform of choice for modern data center workloads, enabling 

customers to build Infrastructure as a service (IaaS) or platform-as-aïservice (PaaS) offerings. The VxFlex 

OS software is designed to deliver unmatched liner performance with scale, unparallel resiliency and 

flexibility, auto-balancing and self-healing capabilities. The even distribution of data across all servers and the 

high I/O parallelism that are afforded by VxFlex OS can help deliver high performance that scales linearly as 

servers are added. 

Unprecedented Flexibility: Adapts Well to Your Strategy 

Unlike other engineered systems, Dell EMC VxFlex integrated rack offers enormous flexibility in terms of 

compute and storage node choices, network configuration, VxFlex OS deployment options, system size, and 

hypervisor options. This solution can fit well into organizations of any size and structure. Light-weight, Dell 

EMC VxFlex OS storage software can be deployed either on capacity-oriented servers to contribute storage-

only or on mixed compute and capacity balanced servers to run alongside applications. 

Operational Simplicity: Requires No Complex Planning 

Growing the number of database instances and dynamic workloads can lead to a sprawl of database silos 

that are often underutilized and unbalanced. Dell EMC VxFlex integrated rack enables IT infrastructure teams 

to operate with ruthless efficiency through hardware abstraction, database consolidation and software 

automation. 

Compelling Economics: Across Business and IT Organizations 

Modern databases running on software-based storage infrastructure can create business benefits and 

savings across both capital and operational expenses. Customers can start with small size and grow the 

system size as the business need grows. This flexibility not only lowers the initial CapEx (Capital Expenditure) 

and on-going OpEx (Operational Expenses) but also improves productivity by frees resource from 

unnecessary long-term capacity planning. Rapid storage deployment and provisioning times translate into 

more rapid and valuable business productivity gains through increased developer productivity and 

accelerated application deployments. 
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1.1 Objective 
This white paper outlines how customers can deploy Oracle RAC databases on VxFlex integrated rack to 

meet performance, resiliency, scale, and availability requirements and take full advantage of the five pillars. 

1.2 Audience 
This document is intended for decision makers, business leaders, architects, cloud administrators, Oracle 

database administrators, Hyperconverged infrastructure administrators, and technical administrators of IT 

environments responsible for deployment of Oracle RAC databases on Dell EMC VxFlex integrated rack with 

ESXi hypervisors. 

The reader of this document must have a working knowledge of Dell EMC VxFlex integrated rack, VMware 

vSphere technologies, Oracle database technologies, and should have a basic familiarity with storage, 

compute, and network technologies and topologies. 

1.3 Terminology 
The following table defines acronyms and terms that are used throughout this document:  

 Terms and definitions 

Term Definition 

MDM Meta Data Manager 

SDS Storage Data Server 

SDC Storage Data Client 

SVM Storage Virtual Machine 

OS Operating System 

RCM Release Certification Matrix 

SSD Solid State Drive 

IaaS Infrastructure as a Service 

PaaS Platform as a Service 

XaaS Anything as a Service 

RAC Real Application Cluster 

ASM Automatic Storage Management 

OCR Oracle Cluster Registry 

AU Allocation Unit 

EM Enterprise Manager 
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2 Product overview 

2.1 VxFlex integrated rack 
The Dell EMC VxFlex integrated rack is an engineered system that provides the ultimate performance, 

reliability, scalability, agility, and flexibility for modern data center workloads, IaaS, and PaaS cloud 

infrastructure initiatives. The system is powered by Dell EMC VxFlex OS software-defined storage and based 

on industry-leading enterprise-class Dell EMC PowerEdge servers. It is a rack scale hyperconverged system 

that comes with a proprietary intelligent physical infrastructure (IPI) cabinet, offers integrated networking and 

dedicated system management control plane.  

 

 VxFlex integrated rack benefits 

The modular design of VxFlex integrated rack enables you to add standardized units of infrastructure to the 

environment. With this scalable model, it is all about expanding the infrastructure in small increments, as 

applications require eliminating the over-provisioning that is experienced with other approaches. The following 

figure shows the overall VxFlex OS Architecture: 
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 VxFlex integrated rack scalability 

Each cabinet is equipped with redundant access switches (Cisco 93180YC-EX). A pair of aggregation 

switches is installed in the first cabinet and configured in access/aggregation network topology. If more than 

one cabinet exists, the aggregation switches can be spread across or installed in other cabinets. 

The entire system is built and configured at the Dell EMC factory according to the proven and tested best 

practices. In addition to the unmatched performance, scalability and performance, customers also enjoy one-

call support for all components and end to end life cycle management through a proven automated Release 

Certification Matrix (RCM) for all components including software and firmware. 

2.2 VxFlex OS overview 
¶ VxFlex OS is a software defined block storage that uses servers' local disks and network to create an 

IP-based virtual SAN that has all the benefits of external storage without the cost and complexity of 

fiber-channel. The software is purpose-built to deliver the ultimate performance, data reliability, and 

scalability expected of enterprise storage. The multiple-deployment options, on-demand scale 

capability, multi hypervisor support, and resilience make it suitable for virtually all type of workloads. 

¶ VxFlex OS consists of three primary components: Meta Data Manager (MDM), Storage Data Client 

(SDC) and Storage Data Server (SDS).  

¶ The MDMs work the brain of the system and are responsible for managing metadata and core 

functions such as automated rebuild and rebalance, which ensure data access as media and servers 

fail. A VxFlex OS cluster has multiple MDMs deployed as master, slaves, standby, and tiebreakers to 

ensure high availability. At any given point, a VxFlex OS cluster has one master, one or two slaves, 

and one or two tiebreaker MDMs. Optionally, it can have up to 10 standby MDMs. Resiliency 

improves as you add these standby MDMs, and six-nines of availability can be expected with three 

standby MDMs and two tie-breakers.     

¶ The SDC runs like an agent or daemon on a server and acts like a highly available HBA to connect to 

storage cluster to consume the storage as required by the application workload. The SDCs are 

installed on the same server that is running the application workload.  

¶ The SDSs are daemons that contribute storage to the storage cluster. SDCs communicate directly 

with the SDSs. When an SDC gets an I/O request from the application, it sees the cached metadata 

map, and sends the request directly to the SDS, which contains the requested data. In case of read 

operations, if the needed data resides in the local cache, no network I/O is needed. If the data is not 

in the cache, then the SDC sees the volume metadata map and sends the request to SDS that has 

the data. The volume metadata map has SDS data block mapping for the volume. If the I/O is a write, 

then the SDC sees the volume metadata map and sends the write request to SDS that has available 
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block. The SDS concurrently writes a secondary copy of the data to another SDS in the protection 

domain. The other SDS becomes the secondary SDS for that data block. Once the secondary copy is 

written, the primary SDS sends an acknowledgement to the SDC, completing the I/O request.  

¶ VxFlex OS has an efficient decentralized block I/O flow which is combined with a distributed, sliced 

volume layout. This design results in a massively parallel I/O system that can scale up to 1024 nodes. 

¶ VxFlex OS offers multiple deployment options, taking the flexibility of an HCI and an engineered 

system to next level.  

When deploying VxFlex OS, customers have the following options: 

¶ Two-layer  

¶ Hyperconverged 

¶ Hybrid (One part of the system is deployed in two-layer and other part is in hyperconverged) 

The two-layer approach is where the SDS and SDC components are on two different nodes chassis. Figure 3 

illustrates the two-layer deployment of VxFlex OS.  

  

 VxFlex OS two-layer deployment 

Two-layer configurations are great for organizations that want to avoid using a hypervisor in their storage 

system or have strict lines of delineation between storage and compute administration roles. 
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The hyperconverged approach is where the SDS and the SDC reside on the same node chassis. In this type 

of deployment, the applications can reside on the same node.  

 

 VxFlex OS hyperconverged deployment 

Hyperconverged deployments improved ITôs ability to enable XaaS product offerings, leveraging automation 

to rapidly deploy customer application environments.  

In the hybrid, a set of nodes runs the hyperconverged deployment of VxFlex OS and another set runs the two-

layer deployment. These nodes are deployed in the same system. Figure 5 illustrates the hybrid deployment 

of VxFlex OS. 
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 VxFlex OS Hybrid deployment 

Hybrid environments are used by customers that want to deploy new applications using the HCI model while 

gradually migrating legacy environments into the hyperconverged environment, storage-first, and then 

applications. 

For this paper, the hyperconverged deployment option is taken in to consideration and the following sections 

describe the configuration. 

2.3 VxFlex Manager 
VxFlex Manager is a VxFlex integrated rack management and Orchestration (M&O) tool that provides a single 

pane of glass for provisioning, managing, monitoring, alerting, life cycle management, and reporting. It 

increases efficiency by reducing time-consuming manual operations that are required to implement, provision, 

and manage operations for your VxFlex integrated rack. Through automation, you can deploy and manage 

operations for your VxFlex integrated rack.  

Using VxFlex Manager, you can: 

¶ Quickly discover and inventory nodes in your VxFlex integrated rack deployment 

¶ Grow or shrink the VxFlex integrated rack environment by adding or removing nodes 

¶ Run your VxFlex integrated rack that is aligned to IT operations management practices 

¶ Monitor, alert, report, and troubleshoot technical issues 

¶ Support for the two-layer architecture 

¶ Ability to add or remove volumes within a service 

¶ Storing configurations as service templates for easy and consistent deployment. 
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2.4 Oracle RAC 
Oracle Database 12c and 18c Enterprise Edition provide efficient, reliable, and secure data management for 

mission-critical transactional applications, query-intensive data warehouses, and mixed workloads. Oracle 

Real Application Clusters (RAC) provides the processing power of multiple, interconnected servers on a 

cluster; enables access to a single database from multiple servers within the cluster. This design insulates 

both applications and database users from server failures, while providing performance that scales out on-

demand at low cost; and is a vital component of grid computing that enables multiple servers to share a 

database. Oracle Database 12c and 18c include Automated Storage Management (ASM) and Oracle 

Clusterware. Combining the use of ASM and Oracle Clusterware virtualizes storage, database servers, 

application servers, holistic management, and all the other aspects related to deploying and managing a 

virtualized IT environment. 

Oracle ASM is Oracle's recommended storage management solution that provides an alternative to 

conventional volume managers, file systems, and raw devices. Oracle ASM is a volume manager and a file 

system for Oracle Database files that supports single-instance Oracle Database and Oracle Real Application 

Clusters (Oracle RAC) configurations. 

ASMLIB, UDEV, and the ASM filter drivers are all supported, although, Dell EMC recommends only using the 

ASM Filter Driver with 12c or greater. Use the solution that best meets your business and technical needs. 

ASMLIB is generally aligned with Oracle Linux and/or the Unbreakable Kernel, while Udev is customarily used 

with other UNIX distributions. The new filter driver seeks to prevent unintentional out-of-band writes to devices 

allocated to your database. It also supports TRIM and provides integration with other storage APIs as they 

develop. 

Oracle ASM uses disk groups to store datafile; an Oracle ASM disk group is a collection of disks that Oracle 

ASM manages as a unit. Within a disk group, Oracle ASM exposes a file system interface for Oracle 

Database files. The content of files that are stored in a disk group is evenly distributed to eliminate hot spots 

and to provide uniform performance across the disks. The performance is comparable to the performance of 

raw devices. 
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3 Solution architecture 

3.1 VxFlex integrated rack network configuration 
This section provides an overview of the network design for the VxFlex integrated rack R640 servers with 

VMware vSphere 6.5: 

Each VxFlex integrated rack node contains: 

¶ 4*25 GB port connections. In this 2*25 GB connection is used for VxFlex OS traffic and 2*25 GB 

connection is used for rest of the network including hypervisor management, vMotion, VM network, 

Oracle RAC public, and private network. 

¶ 1*1 Gbps for Management (IPMI) 

¶ Link connections are aggregate bandwidth  

¶ Traffic separation and QOS/COS is preconfigured to maintain systems availability and performance 

Each VxFlex integrated rack node connects to dedicated data path switches to enable maximum system 

bandwidth with fault tolerance. 

 

 VxFlex integrated rack networking 
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For a VxFlex OS configuration that uses a hyperconverged architecture with two data networks, you typically 

have two VxFlex OS data networks that are defined with the VxFlex OS Data network type. The VxFlex OS 

Data network type supports both SDC and SDS communications. 

In an ESXi environment, the VxFlex OS SDS is deployed in a special VM called Storage VM (SVM). A 

Storage VMôs (SVMs) must have a management IP address and another address for the data network. The 

data network is where traffic flows between SDSs and SDCs (for read/writes) and SDSs to SDSs (for rebuild 

and rebalance). 

3.2 VxFlex integrated rack cluster and storage configuration  
The lab environment consisted of four VxFlex integrated rack R640 servers. Each physical server included 

two Intel Xeon Skylake 14-core processors, 384GB RAM, and ten 1.92TB SSDs. We created one VxFlex OS 

protection domain that contains 4 SDSs. We have one storage pool that contains a total of 40 physical 

storage devices in a protection domain. We created VxFlex OS volumes over the virtualization layer. Access 

to these volumes is distributed across the cluster. VxFlex OS maintains the user data in a RAID-1 mesh 

mirrored layout. Each piece of data has two copies (primary and secondary) stored on two different server 

(SDSs). The copies are evenly distributed across the storage devices. This enables the system to maintain 

data availability following the failure of storage media or servers.  

The following VxFlex OS GUI dashboard graphic shows the VxFlex integrated rack cluster and storage 

information:  

 

 VxFlex OS GUI dashboard 
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3.3 Oracle RAC configuration on VxFlex integrated rack cluster 
The Oracle Real Application Clusters (RAC) database enables multiple instances running on different servers 

to access the same physical database stored on shared Storage. The database spans multiple hardware 

systems and yet is displayed as a single unified database to the application. The physical configuration for 

this environment starts with the basic, four-node VxFlex integrated rack cluster shown in Figure 8. This 

architecture enables linear scaling of capacity and performance as you increase number of nodes. 

Each of the VxFlex node in the all-flash cluster was running VMware ESXi 6.5 and VxFlex OS 2.6. Each 

VxFlex node was configured with two virtual machines. The first virtual machine was running Dell EMC 

Storage Virtual Machine (SVM), providing both clustering and storage services. The second virtual machine 

was running Oracle 12cR2 database on Red Hat Enterprise Linux 7.4 (RHEL 7.4). Oracle Automatic Storage 

Management (ASM) is highly recommended for database-related files. The vDisks presented to each VM are 

mapped as Oracle ASM disks and ASM disk groups are carved out using these ASM disks. The ASM disk 

groups are also shown in Figure 8. 

 

 Oracle RAC on VxFlex integrated rack 
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4 Oracle RAC on VxFlex integrated rack design considerations 
This section outlines the design considerations when deploying Oracle RAC 12c release 2. In this solution, 

Oracle RAC was deployed on VMware ESXi hypervisor 6.5 running RHEL 7.4 as the Guest VM operating 

system.  

4.1 Linux guest VM configuration 
When configuring Linux guest VM for Oracle RAC database, ensure that the hardware, network, storage, and 

software requirements are supported before installing the Oracle RAC: 

¶ Adequate number and speed of CPU cores. Oracle licensing is per core so lower core count and high 

clock speed is wanted. 

¶ Adequate physical memory 

¶ Recommended swap space (16 GB) to support physical memory 

¶ Sufficient storage for operating system, Oracle Grid Infrastructure and RAC software, and 

configuration files 

¶ Sufficient network bandwidth for RAC VM node interconnect between Oracle RAC node servers 

¶ Mandatory Linux kernel setting 

¶ Mandatory Linux packages 

4.2 VMware storage virtualization 
In the VMware environment, the MDM, and SDS components are installed on a dedicated SVM, whereas the 
SDC is installed directly on the ESX host. The VxFlex OS volumes that are defined over the Storage Pools 
can be formatted as VMFS datastores, and then exposed using the ESXi host to the virtual machine or can be 
used as RDM devices. Once an SDC is mapped to a volume, it immediately gets access to the volume and 
exposes it locally to the applications as a standard block device. Device management is performed using the 
SVM, yielding the best I/O performance. 

4.2.1 VM storage controller and virtual drives 
In a virtual environment, having multiple virtual drives to maximize the parallel I/O streams for best 

performance and lowest latency as there is a limit of 32 IO queues per LUN or volume in most of the Linux 

OSs. Dell EMC recommends having at least four to six database virtual drives and adds more disks, 

depending on the capacity requirements, to achieve better performance. 

It is best practice to create multiple virtual SCSI controllers to split operating system and database files as 

support I/O requirements. The guest operating system virtual drive should be on the primary controller. More 

controllers are created to separate the virtual drives for datafile, logfiles, and archive logs. 

Table 2 shows an example configuration of controllers and virtual drives for an Oracle database VM. 

 Virtual adapter and virtual drive details 

SCSI controller Adapter type Usage Virtual disks 

SCSI controller 0 LSI Logic SAS Guest operating system 1 x 200 GB 

SCSI controller 1 VMware Paravirtual Data files, OCR, and Voting 
file 

6 x 600 GB 

SCSI controller 2 VMware Paravirtual Redo logfiles 4 x 400 GB 

https://docs.oracle.com/en/database/oracle/oracle-database/12.2/ladbi/supported-red-hat-enterprise-linux-7-distributions-for-x86-64.html#GUID-2E11B561-6587-4789-A583-2E33D705E498
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SCSI controller Adapter type Usage Virtual disks 

SCSI controller 3 VMware Paravirtual Archive logs 2 x 800 GB 

 

Use the default adapter type LSI Logic SAS for SCSI controller 0. 

Choose Paravirtual SCSI (PVSCSI) adapter type for controllers where virtual drives are used for datafile, 

redo logs, and archived logs. The PVSCSI adapters are high-performance storage adapters that can provide 

greater throughput and lower CPU utilization. They are best suited for environments where hardware or 

applications drive a high amount of I/O throughput. 

4.2.2 Shared virtual drives using multiwriter option 
In an Oracle RAC database, multiple database VMs must access the same set of virtual drives for read/write 

operation. By default, sharing a virtual drive was disabled by VMware vSphere to prevent a VM inadvertently 

accessing another VMôs data. VMwareôs VMFS multiwriter addresses this, providing for simultaneous 

read/write operations across VMs. 

The following figure shows an example of how the multiwriter flag for a shared VMDK is set using the vSphere 

Web Client for VMDKs backed by VMware hyperconverged infrastructure. 

 

 Shared VMDK using multiwriter option 
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4.2.3 Enabling virtual drive UUID 
It is necessary that virtual drives always present a consistent UUID to the guest VM, thus enabling virtual 

drives to be mounted properly. In VMware vSphere, you must set the disk.EnableUUID parameter for each 

VM to TRUE. 

4.3 VM networking 
Dell EMC recommends a minimum of four 25 GbE interfaces for each VxFlex integrated rack R640 server. 

The number that is required depends on how many vSwitches are defined as well as the total network 

bandwidth requirements. Table 3 shows number of vSwitches and their target usage. 

 vSwitches and target use  

vSwitch Speed Network Type 

Dvswitch0 2 x 25 GB General-purpose LAN, hypervisor management, 
operating system installation, hardware management, 
Oracle public, and private communication 

Dvswitch1 1 x 25 GB VxFlex OS Data 1 

Dvswitch2 1 x 25 GB VxFlex OS Data 1 

 

4.4 Storage layout for Oracle RAC database 
This section discusses common storage practices for Oracle RAC database. 

4.4.1 Oracle ASM for RAC database 
Oracle Automatic Storage Management (ASM) is the recommended volume manager which can be used for 

both Oracle RAC and Single Instance Oracle Databases. Oracle ASM simplifies storage management 

through the principle of ñstripe and mirror everythingò (SAME). Intelligent mirroring capabilities enable 

administrators to define 2- or 3-way mirrors to protect vital data. But this is not needed when using enterprise 

storage solutions like VxFlex OS. ASM takes over the management of the disks and creates disk groups 

where datafile reside and are managed automatically. ASM is highly integrated with, and highly optimized for, 

the Oracle Database. 

Some of the benefits of ASM include: 

¶ Automatic file management 

¶ Stripes files rather than logical volumes 

¶ Enables online disk reconfiguration and dynamic rebalancing 

¶ Provides adjustable rebalancing speed 

¶ Choice of external (array-based) data protection, two-way, and three-way mirror protection 
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The most common way to consume VxFlex OS storage is to mount as a VMFS datastore in the ESXi 

hypervisor. Create multiple VMFS datastores for different types of Oracle database files (datafiles, redo 

logfiles, archive logs, OCR files) using VMware vSphere web client. Create Shared VMDKs using multiwriter 

option and attach the same type of virtual drives to Oracle RAC database VMs. Oracle ASM takes control of 

these virtual drives like any raw devices. Thus, no extra configuration steps are required to make VxFlex OS 

storage work with ASM. 

The Oracle ASM best practices: 

¶ Configure ASM disk groups for external redundancy. In External Redundancy mode, there is only one 

copy of the data. VxFlex OS maintains the user data in a RAID-1 mesh mirrored layout. Each piece of 

data is stored on two different servers, it is enough to choose External Redundancy for the ASM disk 

groups. 

¶ Use a 1 MB ASM allocation unit (AU) size for ASM disk groups. ASM disks are divided into Allocation 

Units. Data within a file residing on ASM is broken up into extents. As the AU size increases, the 

extent count decreases, reducing the number of physical IOs required when performing IO 

operations. For OLTP, 1- 4 MB is enough. 

¶ Use different ASM disk groups for OCR, database files, redo log, and archive log storage 

¶ ASM disk groups should contain uniform-sized disks, so the amount of data on each disk is 

approximately the same. This uniform-sized disk ensures in reducing I/O bottlenecks within a disk 

group and rebalance is faster whenever the storage configuration of a disk group changes such as 

when a disk is added. 

¶ Oracle supports asynchronous I/O by default. The disk_asynch_i o database parameter is set to 

true and filesystemio_options  parameter be set to setall . For all-flash configurations, Dell 

EMC recommends the NOOP I/O scheduler because it can reduce I/O latency, improve throughput, 

and help reduce CPU cycles. The following shows an example of the udev rule to set IO scheduler as 

NOOP. 

echo  noop  > /sys/block/$device/queue/sched uler  

¶ Set the Linux maximum I/O size (max_sectors_kb ) to match ASM AU size in rc.local  or using 

UDEV. 

echo  1024 > /sys/block/$device/queue/max_sectors_kb  

¶ Use Linux device management facility, udev, to assign ownership and access permissions 

persistently on disk volumes. Without proper permission, ASM cannot manage and control the disk 

volumes. For example, the udev rule specifies a disk volume with the device id/WWN, creates a 

symlink and assigns grid:oinstall and 0660 permission to the device file. 

/etc /udev/rules.d/99 - oracle - asm.rules:  

KERNEL=="sd *", SUBSYSTEM=="block", PROGRAM="/lib/udev/scsi_id -- page=0x83 

-- whitelisted -- device=/dev/%k", 

RESULT=="36000c29f253d0fb44c9c59b18dc95a94", 

SYMLINK+="oracleasm/oradata01", OWNER="grid", GROUP="asmadmin", 

MODE="0660"  
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Table 4 lists the ASM disk group information. 

 ASM disk group configuration 

ASM disk 
group 

Number of 
virtual drives 

AU size Description 

OCRVOTE 1 1 MB OCR and Voting file to store Grid 
Infrastructure related information  

MGMT 1 1 MB To store Grid Infrastructure Management 
repository 

DATA 6 1 MB Database files; temporary table space; 
online redo logs; system-related table 
spaces such as SYSTEM and UNDO 

REDOLOG 4 1 MB Online Redo logfiles 

FRA 2 1 MB Archives and Database backup 

 

4.5 Performance monitoring 
It is important to monitor the performance of various infrastructure components such as SVM, Oracle VM, 

CPU, memory, storage, and the network. The following subsections describe the different ways to find this 

information. One or multiple methods can be combined to provide a complete picture of the infrastructure 

performance. 

4.5.1 VxFlex OS GUI 
The VxFlex OS GUI lets you to perform standard configure and maintain activities, as well as to monitor the 

storage systemôs health and performance. You can use the VxFlex OS GUI to view the entire system, and 

then examine to different elements.  

Using VxFlex OS GUI, you can retrieve overall VxFlex OS performance metrics: 

Select Backend > click Storage. The Dashboard displays the following information: 

¶ Overall system IOPS 

¶ Overall system bandwidth 

¶ Read/Write statistics 

¶ Average I/O size 

Using VxFlex OS GUI, you can retrieve volume-specific performance metrics like Read/Write size, Read/Write 

IOPS, and Read/Write Bandwidth. 

Select Frontend > click Volumes > select Volume Monitor 

 

 










