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Abstrad

This ESGechnicaReviewalidates the business value that Dell EMC PowerOne can offer organizations. We examine ho
PowerOn@ @utomation featuregan significantly decrease the manual work typically required to configure, deploy, and
administer data center IT architeceulESG absdiscusses the results of our evaluation of PowerOne and how they can
translate into competitivdusinessadvantages.

The Challenges

ESGesearchuncovered thaB3% of organizationsportedtheir IT environmentareequally ormorecomplex tharthey
were two yeardbefore! Reducinghis complexity especially in their data centersmains a challengas tey continue to
usetraditional deit-yourself(DIY architectures

The percentage of organizations theported The percentage of organizations with mature digital
@ their IT environmentare equally or more 50%) transformation initiatives thateporteda shortage of
complexthanthey weretwo yearshefore skills in IT orchestration and automation

As organizations seek to improve their response time to business needs, IT can taketofulfilhgequests for deploying
andconfiguring the appropriate data center resourddighly skilled IT stastill manuallydeployDIY architecture,
repeating numerousonfigurationstepsfor compute, storage, networking, and virtualization resouinaisidually.
Ensuring that these resources can work together for a given workload requires that IT support tearagditienal time
on coordination @d communication

While organizations have begun to internally develop automation capalditiesiove the effort of repeating

configuration stepsefforts have been limited to automating manual processes associated with individual data center
resources; these efforts are not coordinated to deploy a complete set of resources for a given wiooklaty, the

investment into building shouse automation capabilities can eliminate any time and cost savings that automation offers i
the first placelt also does not help that 5086organizationsvith mature digital transformation initiativesported askills
shortage in IT orchestration and automatfon.

To become operationally efficieahd increase business agilibyganizationsieed a solutionthat will provide I'end-to-end
automation and orchestratioimcludingdeployment lifecycle management, arekpansiorof data center resources for any
workload

The SolutionDell EMC PowerOne

Dell EM@®owerOneencompassea system lifecycle management solution taatomates and orchestrates the
deployment, provisioning, and administration affdware virtualization platform running on Dell E&d@ponents
PowerOnads part of the Dell Technologies Cloud portfolio that supports organizations in creating hybrid cloud
environments.

1SourceESG Master Survey Result819 Technology Spending Intentions Suriégrch 2019.
2 |bid.
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the desired configuration from the available pool of resources

PowerOndsdesigned with Dell EM@frastructurethat hasbeenengineered, manufactured, managed, and supported as
one productwith a VMwarevalidated design (VVD) software statk/ OS (R E I 4§ S¥YRKIFIa 06SSy RSOf
delivers an automatically generated configuration complying with supported B®IDEMC currently suppsmnultiple
PowerEdge MX servers and PowerMax storage array moddisoAal support foother Dell EMC storagend Dell

compute offeringwill be added as required.

t 26 SNhySQa | dzioBskts of three/moduies] dagh$ledicated to specific automated tasks and psocess

1 Launch Assistelps organizations to initialize the racked data center resources from which subsets will be configured
to support a given workload. This module executes wsbts asystem validation, network setugpecifyingP
addresgangesandcomponentintegraton.

1 Lifecyle Assigtnsures that the performance of tizell EMGystemis maximizeddy facilitating the creation of cluster
resource groups (CRGSs), a collection of server, storage, network, and virtualization regthircesacked system
that support a specific workload asks such as compliance scanning, hardware compatibility, software patching and
updates, monitoring, and alerting are covered in this module.

1 Expansion Assittcilitatesthe scaling of compute or storage resources when workloagineagents change. This
module carrepurpose and reallocate these resources easily to new workloads without manually tearing down and
reconfiguring themOther tasks such as integration of new technolbkgnewer versions of hardware, are covered
by themodule.

By leveraging PowerOne, organizations no longer

EIDEIR | have to focus osonfiguring workload resources
i PowerOne E E‘ one at a timeBy declaring thevorkload
#18 i AN I =" requirementsPowerOne executdhe otherwise
= manual andepetitivetasks for configuring the
== o | hardware and software of compute, storage,
v [ vm | EE '-_;5:;';.--1_-_. § virtualization, and networking resources based on
=L % —— <3 | Dell EM@nd VMwarebest practices. Once the
appropriate IT infrastructureesources are

e configuredprganizationgan thenprovision and
deploy a vSphere cluster as well as expand compute and storage resousrgsworkloagon demand. SOl dza S / wi
can be configured, torn down and repurposed easilyy can supponnigration efforts from legacy software such as SAP
R/3 to its successpSAP R/4AHAN# the same PowerOne system.

The software architecture behind PowerOne has also been developed to prevent unauthorized users from injecting
malicious code into the automation engine. As commands are passed between different code eleorehtssteate the
execution of steps, Dell EMC has built in the necessary controls to prevent tampering.

Because PowerOne automates and orchestrates numerous common and repetitivgsté#iskbiree modules

organizations can potentially reduce the timesppmanuallyconfiguring updating, and managingVi\Ware virtualization
basedsystemdy a significant margin. Configuration errors can be practically eliminated as repetitive tasks associated wi
the setup, management, expansion, and teardown of resoaneesxecutedTime spent on ongoing management and
administration of the Dell EM@rdware componentsanalsobe reduced Organizations leveraggt 2 4 SNhy SQa

3 Wikipedia,OODA Loop
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automation engineanreduceinvegmentfor in-house developmentf automationcapabilitiegelated to data center
infrastructuresupporting VMware virtualization

IT teams that currently write custom scripts for automating specific tasks can also achieve operational efficiency with
PowerOne by leveraging its single system applic@tiogramming interface (API). Instead of calling on APIs for each
infrastructure component, IT can leverage the PowerOne API, simplifying integration into existing codified toolsets such
configuration management databases and DevOps environnkarexample, adding or removirigat would traditionally

be completed using separate element managers can now be automated using.the API

While Dell EMC hatesigned PowerOne to orchestrate numerous steps for deploying and configuring IT infrastitucture,
canalso helporganizations to flexibly consume IT resources as needed, then reallocate as new applications or workloads
are required, without having to purchase new hardware or softvildre.automation and orchestration capabilities provide
organizations wit a cloud computindjke experience for their epremises infrastructure, resulting in increased business
uptime and agility.

ESG Validated

To validate Pow@y S &utbmationcapabilities ESGirst examinechowPowey S O Yy NB RdzO S efforyto 2 NH |
deployIT infrastructureoy stating the desired enrstate configurationUsing the Pow&@neNavigatorGU| wefirst set up a
CR®n an initializedsystemcontaining Dell EMC PowerEdge MX servers and PowerMastattorageDifferent CRG
templateswere presented Ay Of dzZRAYy 3 | & RS T lotHef di NJ2fLAIAR yi & LYRA 2 LAIk@K al
YR &5 @adfiguialy WeOK245 (KS & RSTI dzfest andsbléchddSphérd o foomithe 8rép A
down menu

ESGhen statedthe desired configuration of IT resources by keying in the amowwereér CPU cores, server RAM, and
storage (in TB) needed to suppottr workload.We sawPowerOnagecommendhe actualallocatednumber ofcores,

RAM, and storage based on the server and storage madilable We noted that PowerOne presented other Dell EMC
KFNRgIFNB Y2RSta G2 dzaS AF ¢S Rdsburcyldcatienl Walso cdul chdostlie t 2 6 S
exact servers or storage arrdyesed on cabinet locatiofror example, an administratooulddistribute the workload
acrossservers or storage arrayseitherthe samechassi®r different chassigor faulttolerance purposes

Figurel. PowerOneWizard Steps for Configuring CRG
98 Name ED Platform

test vSphere 6.5
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Once we completed our selections, ESG directed PowerOne to create the new CRG. Immediately, we observed that

PowerOne executed the job, as the progress scnesded
PowerOne then esented the CRG configuratiomterms
their location within the racked systems.

thecompletion ofeachautomationtask (sed-igure2).

of the actual amount and type of Dell EMC hardware, as well as

Figure2. Progress Screen for Creati@RG / Displaying CRG Configuration
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ESGhen madified the CRG by addingmpute capacityseeFigure3). We navigated to the list of deployed CRsetected
thetestCRG, and clicked dodify. We increasgthe number oserversrom threeto four. Scaling up the existing CRG
was also automatically done without any manual intervention. We could also follow theststaading storageapacity.

Figure3. Modifying a CRG

Cluster Resource Groups

+ CREATE ‘

{lj} Modify Compute Capacity for test

MODIFY DELETE ‘
o J = Add or remove compute capacity from the CRG
| Name I r | Servers {Lj} Current Compute Capacity
4 % (5MAX)
DevOps —_— Servers ‘ Total Cores ‘ Total Memory GB
Marketing 3 60 383
Server Model
Production
Model  PowerEdge MX740c @
pwr1-m001-mgmt01
2SSy 2 New Compute C it
® - {‘j} ew Compute Capacity
Cores/CPU 10
Virtual Desktops Servers | New Cores | New Memory GB
CPU Speed GHz 2.2
4 80 512
Memory GB 128

Creating and scaling up a CRG showed ESG that PowarOsignificantly reduce the amount of manual effort required to
perform similartask® { D &l ¢ K 2 gautbn@atios éhbine 8lihinatebe need for an administrator feerform
multiple steps.Also, the need to wait until one step of a specific task is completed to perform subsequent steps is
eliminated, allowing an administrator to focus on activities that add value to the busWtakselapsedimesfor

configurationmayvary dependingn thenumberof cores storagecapacity or nodedo be configuredwe see that less
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effort can be spent on performing and coordinatmgnual, errofpronetasks, as well as verifying that the resulting
configurationisbasedtested,andoptimized onDdl EMCand VMwarebest practices

Usingthe PoweOneNavigator, ESG notes thaddes not need tmavigate multiple interfacesssociated with server,
storage, networking, and virtualization resourfiscommon setup and operational taskievigating muiple interfaces

not onlyaddstime, but alsancreases the likelihood efrors For exampleCRG configuration is accomplishégth a few
clickswith PowerOnewhile the builin orchestrationreduces configuration riska large enterprises in whidf support for
server, storage, networking, and virtualization resources are sepé#raecrease in configuration time can be particularly
significant. Rather than relying on these multiple support organizatiar@mmunicée and coordinate their activities
PowerOnauses centralizedutomaton to orchestrateall requiredconfigurationand other lifecycle managemetatsks.

ESGhen assessethe reduction in manual taskeeded toinitializz a PowerOnesystembefore anadminstrator can create
CRGgFor our analysis, westeda system comprised of oneWerMax array, four PowerEdge MX Chassis (each with six
serverblades), two management switches, and two fabric switdhesalsadirected the PowerOne controller tostall
VMware vSpherdNSXV, and NSX.

ESG noted the number of tasks automated by Power@massumed that a task was the act of performing a gighe
PowerOne Navigatonye then mapped the number of steps to be perforraed manuallyrepeatedeach automated task
if PowerOnevasnot used assuningthat up to fourGUIsare used when manually executistgps Figure4 shows the
reduction in the number of times an administrator would potentially perform a step via a management interface
accounting for repetitive task§he top row represents the steps completed manuaily repeatedwnhile the bottom row
representghe number oftasksan administrator wouldompletewith the PowerOneNavigator Our analysis revealed that
the number of GUI interactions decreasschlmost98%.

Figure4. Reduction in Number of Steps for Configuring kustalled Dell EMC System
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While the reduction will vary due to the number of hardware and software components to be initialized, ESG can see ho
0KS NBRdAzOGAZ2Y AYy 020K Ylydzf adSLia +FyR YI yrelisgbfdegogd D! L
newPowerOnesystem Even though elapsed times were not measured for each step, ESG bawseg 6 SNhy SQa
elimination of time spent navigating between multiple GUIs, selecting items from multiple menus, and repeating steps cz
decreasdime spent orconfiguration.

ESGlsonotesthat if this were a realvorld deployment|T support personnel spediahg in compute, storage,
virtualization, and network resource®uld not be available at the sartime. Even though legacy ticketingstems
automate some workflows, IT specialists still need to coordinate efforts to configure or reallocate resowcdddads.
With PowerOne, we can see hovganizationganfurther save time and reduce errors, as the need to coordietitets
and schedules minimized

© 2020by The Enterprise Strategy Group, Inc. All Rights Reserved.



E Technical RevievAutomating IT Infrastructure with Dell EMC PowerOne 6

Using Launch Assi8SG also executed a configuration of a system consisting DetiveMC Pogy MX700Q:hassis with
eightserverblades and one PowerM&000storage arrayAfter performing the system setup via PowerOne, the elapsed
time was slightly over eight hours. We note that the time accounted for management interface time, automatedrexecuti
time, and time for verifying configuratianswe consider the total elapsed time for configuring a similar system using DIY
AYVFNF a0 NHzOGdzZNBE L¢ OFly Slaiafe alLISyYyR ¢SS1az AF y2i Y2y
reductionin time (down to hours) will vary depending on the number of components comprising the system to be
configured.

The decrease in the number of steps performed manually when initializing a DEIbREIONesystem is particularly
significant when considering typical elapsed times for deploying DIY architecture, which could span weeks, if not month:
Time is consumed when ordering separate components (server, storage, networking, and virtualization haddarare an
software), racking hardware, installing softwaegthen configumgand tesing separately and as a whole system before
placing in the production environment. Even if IT teams have tools (typically develypesd) to simplify some

deployment taks, they may not remove significant amounts of time from the deployment prespeially when having

to coordinate tasks completddr individualdata center components

9{ DQ& LINBJA 2 dZRG 2odf@Baidd ndl A 2 y &
modificationindicatethat organizations caalsoachieve
operational efficiency with PowerOrieask automatioand
the use of a single management @&t help IT tgimplify
operational processesuch asesolving trouble tickets. If an
end-user encountered an issugyp tofour trouble tickets
couldbe generatedas ITwould haveo pinpoint exactly
where the issue liewithin the existing IT data center
infrastructure Any combination oferver, storage,
networking, and virtualization suppdagamswould spend
time identifying exaty where the problem arose, then
coordinate efforts to resolve the issiwith PowerOne,
end-users can submit one trouble ticket, and IT would only

need to address that single ticket.

Adminstrators casimplify processes focused on

softwaremaintenance, patches, and updateth

PowerOneDuring our testingeSGQupdatedthe

vSphereversionof the test CRGAfter selectinghe

test CRG and clioig on Actiors, we chosdJpdate

Softwareandwere showna screen to update vSphere

to version6.7, preselected by the systeiNote that

PowerOne would updateSpherevhile automatically

moving the virtual machines to other physical servers,

eliminatingthe need for an administrator to manually

complete thatcoordination workBecause the system

isvaidated beforebeingshipped to the customer,

vSphereb.7is confirmed to be interoperable with the assigned server, storage, and networking resources assigned to the
test CRGThe systemecognizes softwareersionghat are allowed, eliminating theonfigurationriskthat can occuwhen
incorrectly installing incompatible software.

ESG can also see hdve toperational efficiency achieved with Power©@ae ultimately save on IT codBgcause
PowerOne automates significant portions of processes relatedtaling, deploying, configuringnd maintaininglata
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