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Executive summary

Executive summary

Containersar e an abstraction at the application |l ayer (so
These containers package software into a standard lightweight format (for example: Docker). These

containers package everything an application requires to run successfully (source code, runtime, system

tools, system libraries, environment variables, and so on) making a container portable. Containers help lower

the barrier of entry to developing microservice based applications. Containers enable developers to spend

less time worrying about runtimes, dependencies, and differences between test/dev and production

environments and more time innovating to meet the demands of t o d adynénsic business environment.

Container Orchestrators (COs), like Kubernetes, make running containers at production scale possible by

handling the complexity of managing hundreds or thousands of containers at any one time.

Anthos from Google Cloud is an integrated platform that lets you modernize how you develop, secure, and
operate hybrid cloud and cloud-native environments across the Google Cloud Platform (GCP) and your on
premises data center. Anthos is built on open-source technologies pioneered by Google, including
Kubernetes, Istio, and Knative, enabling consistency between cloud and on-premises environments like
VxFlex integrated rack. Google Kubernetes Engine (GKE), GKE On-Prem, and Anthos Config Management
are the core building blocks of Anthos. In addition, Anthos comes included with GCP Marketplace and
integration with platform-level services such as Stackdriver, Cloud Build, and Binary Authorization. Customers
get the benefit of managed services provided by GKE, but the choice to run their own infrastructure on-
premises, in the GCP public cloud, or hybrid. For many organizations, a hybrid solution provides the best of
both worlds.

Working closely with Google Cloud, Dell EMC brings to market a VxFlex integrated rack engineered system
configuration that is optimized to power the full Anthos stack including GKE On-Prem operating environment
enabled by Anthos. The VxFlex integrated rack has been jointly validated for Anthos'. Customers can
purchase Anthos knowing the VxFlex integrated rack provides an operationally efficient, lifecycle managed
and scalable option for on premises deployments.

validation on VxFlex integrated rack performed with GKE On-Prem beta release
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Introduction

Audience

The audience for this paper includes sales engineers, field consultants, IT administrators, customers, and
anyone else interested in configuring and deploying Anthos on Dell EMC VxFlex integrated rack with VxFlex
OS as the underlying software defined storage layer.

Readers are expected to have an understanding and working knowledge of containers, Kubernetes, GCP,

GKE, vSphere, and VxFlex OS.

Terminology

The following table lists terminology and acronyms that are used throughout this document:
Table 1 Common VxFlex terminology

Term Description

SDC Storage Data Client

SDS Storage Data Server

MDM Metadata Manager

VM Virtual Machine

oS Operating System

LAN Local Area Network

SAN Storage Area Network

HDD Hard Disk Drive

SSD Solid State Drive

PCle Peripheral Component Interconnect Express
DNS Domain Name System

DHCP Dynamic Host Configuration Protocol

RCM Release Certification Matrix

Table 2 Common ANTHQOS terminology

Term Description

GCP Google Cloud Platform

GKE Google Kubernetes Engine running on GCP
GKE On-Prem Google Kubernetes Engine running on premises
GCE Google Compute Engine
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1.3.1

VxFlex integrated rack overview

VxFlex integrated rack is a rack-scale engineered system built
by combining VxFlex OS storage virtualization software with Dell
EMC PowerEdge servers and integrated networking to deliver
flexibility, scalability and capacity delivered in a rack-scale form
factor. As an engineered system, all hardware and software
components of the system Local storage resources are
combined to create a virtual pool of block storage with varying
performance tiers. VxFlex integrated rack provides you with the
following key benefits as your scalable laaS platform:

Pre-tested, pre-integrated, hyper-converged system
Fully integrated rack-scale fabric

Simplified management and operation
Software-defined for workload flexibility

Lifecycle management and ease of upgrade

Faster, more powerful handling of workloads with 14th
Generation PowerEdge Servers

=A =4 =4 -4 -4 -4

VxFlex OS is the key enabler and provides an unmatched
combination of performance, resiliency and flexibility to address
enterprise data center needs. The unique features of VxFlex OS
make it an excellent complement to Kubernetes deployed in
virtual machines or bare metal servers for stateful applications.

VxFlex OS supports a single, scalable block storage service

across hypervisors, container platforms and other data center services. VxFlex OS offers true block storage

as a service:

Provisioned natively through Kubernetes

Dynamically create and delete volumes on demand

Support quality of service and security context through container storage interface
Dynamically scale storage service to match demand

Support fully non-disruptive updates without future fork-lift migrations

=A =4 =4 4 =4

VxFlex OS components
Storage Data Client (SDC)

1 Provides front-end volume access to applications and filesystems
1 Installed on servers consuming storage
1 Maintains peer-to-peer connections to every SDS managing a pool of storage

Storage Data Server (SDS)

9 Abstracts local storage, maintains storage pools, and presents volumes to the SDCs
1 Installed on servers contributing local storage to the VxFlex OS cluster

Metadata Manager (MDM)

1 Oversees storage cluster configurations, monitoring, rebalances, and rebuilds
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1.4

1 Highly available, independent cluster installed on 3 or 5 different nodes
1 May reside alongside SDCs and/or SDSs, or on separate nodes
1 Sits outside the data path

Gateway

1 Performs installation and configuration checks
1 Acts as an endpoint for API calls and passes them to MDM

Anthos overview

Anthos is an integrated platform that lets you modernize how you develop, secure, and operate hybrid cloud
and cloud-native environments. Anthos is built on open-source technologies pioneered by Google Cloud,
including Kubernetes, Istio, and Knative, enabling consistency between cloud and on premises environments
like VxFlex integrated rack. GKE, GKE On-Prem, and Anthos Config Management are the core building
blocks of Anthos. In addition to these, nthoses included with GCP Marketplace and integration with platform-
level services such as Stackdriver, Cloud Build, and Binary Authorization.

Anthos puts all your IT resources into a consistent development, management, and control framework,
automating away low-value and insecure tasks across your VxFlex integrated rack and GCP infrastructure.

Within the context of GCP, the term hybrid cloud describes a setup in which common or interconnected
services are deployed across multiple computing environments, one based in the public cloud, and at least
one being on premises. Anthos provides you with a consistent platform for building and managing
applications across hybrid infrastructures and helps your developers become more productive across all
environments. Anthos provides all the mechanisms required to bring your code into production reliably,
securely, and consistently, with minimal risk.

Containerized Microservices GCP Monitoring &
Infrastructure Management Marketplace Logging

O QO
-

On premises

In the cloud

Figure 1 Anthos

A hybrid cloud strategy lets you extend the capacity and capabilities of your IT, without up-front capital
expense investments by using the public cloud, as well as preserve your existing investments by adding one
or more cloud deployments to your existing infrastructure. For more information, refer to Hybrid and Multi-
Cloud Architecture Patterns.
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2.2

Solution overview

Dell EMC brings to market a VxFlex integrated rack engineered system configuration optimized to power the
managed GKE On-Prem operating environment enabled by Anthos. VxFlex integrated rack has been jointly
validated for Anthos. This section provides an overview of the components involved in this solution from a
physical and logical perspective.

Prerequisites

Deploying Anthos on VxFlex integrated rack requires the following prerequisite conditions be met:

Fully configured and working VxFlex integrated rack system of RCM 3.5 or greater
Google Account, GCP Service Account and a billing enabled GCP project

vSphere 6.5 environment

At least one VMFS datastore with 2 TB capacity

Ability to create required DNS entries

F5 BIG-IP Local Traffic Manager (LTM) v12 or v13 virtual appliance installed and licensed
Minimum of 20 reserved IP Addresses (DHCP or static) in three networks

Network access to Google Cloud (googleapis.com)

Official GKE On-Prem installer downloaded (OVA file)

= =4 =4 =4 4 -4 -4 -4 -4

Physical design

This solution encompasses a fully functional VxFlex integrated rack system which is engineered for complete
fault redundancy and ability to scale out across compute and storage dimensions. At a minimum, three
controller nodes and HCI nodes running VMWare ESXi 6.5 or greater are required to deploy GKE On-Prem.
Additionally, at least one outbound connection to googleapis.com is required to complete the GKE On-Prem
cluster registration and deployment processes. Figure 2 describes how ANTHOS can manage multiple GKE
On-Prem clusters across geographically dispersed VxFlex integrated rack systems through a single pane of
glass with GCP console.
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—— @ GKE On-Prem

©- o

Cloud Kubernetes
Console Engine
> <+ 5
VxFlex integrated rack Anthos Hosted Control Plane (on GCP) VxFlex integrated rack

Datacenter-1 Datacenter-N

Additional Services

Multi-cluster Ingress Stackdriver Identity Aware Proxy
GKE On-Prem | «— Binary Authorization Cloud Run Cloud Identity N @ GKE On-Prem
Market Place

Control Plane

Config Management Cluster Management f§ Services Management

) Google Cloud

VxFlex integrated rack

VxFlex integrated rack
Datacenter-3

Datacenter-2

Figure 2  Physical design of Anthos with with multiple VxFlex integrated rack systems geographically
dispersed.

2.3 Logical design
From a logical perspective, traffic flows into and out of the on-premise system using an F5 BIG-IP Logical
Traffic Manager (LTM) virtual appliance. The F5 BIG-IP LTM creates dynamic connections between the
compute nodes and the external network interfaces. Current best practice for VxFlex integrated rack is to
create three special-purpose networks used for management, internal, and external traffic:

T GKE On-Prem Admin Network
1 GKE On-Prem Internal Network
1 GKE On-Prem External Network
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Solution overview

Create a new compute cluster with at least one compute server and one resource pool in the production
workload vCenter to host the workloads in the production vCenter. This cluster requires DRS as well as one
resource pool.

Figure 3 describes the logical configuration between GKE On-Prem clusters running in on premises data
centers on VxFlex integrated rack, GKE clusters and Anthos hosted on GCP. In this architecture, applications
running on GKE On-Prem cluster can be exposed internally or externally to the web without traffic passing
through GCP.

Note: In Figure 3, the GKE On-Prem Admin Network connection from the on premises datacenter to Anthos is
outbound only.

On Premises Datacenter

. GKE On-Prem External Network D—

. GKE On-Prem Internal Network
. GKE On-Prem Admin Network

Admin

2 Google Cloud

00 -0

Stackdriver Cloud Console GCP Marketplace

Externally exposed

applications and services '

Firewall

v

I A

Anthos
| ] ™\ s ™\
VxFlex intergrated rack F5 BIG-IP Local Traffic Manager
Region 1 I e Cloud Load

Cluster 1 Cluster 2 Cluster N
Kibemeios Kubernetes Fipormetns,
Engre O Prom Engre Or-rem Ergine O Prem

Cluster 1 @ Cluster 2 @ Cluster N
Fidpometns Fubemeos Kubernates
Ergino Engre’ Engre

ngharn 6.5 1

lustar 2

wSphere 6.5
Cluster 3

|,

Figure 3  Logical design of Anthos with GKE On-Prem deployed on VxFlex integrated rack.

The production vCenter server hosts multiple virtual machines in the new resource pool that comprise a
virtual GKE On-Prem compute cluster. The application workloads are processes that run inside one of the
GKE On-Prem compute cluster virtual machines. When an application gets deployed into the GKE On-Prem
compute cluster, no additional vSphere virtual machines are created. The application runs inside of the GKE

10
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Solution overview
On-Prem compute cluster virtual machines. If additional workload capacity is required, the GKE On-Prem
compute cluster is expanded using the gkectl command line utility or the Kubernetes Cluster API.
Here is a summary of the correlation between vSphere VMs and GKE On-Prem cluster servers:

1 GKE On-Prem cluster is a collection of vSphere 6.5 VMs running as a collective instance.

T AGKEON-Premcl uster 6s per fforexampecRAM,CPL $tdralges and so on) is the
additive sum of all vSphere 6.5 VMs running in the GKE On-Prem cluster
1 Multiple GKE On-Prem clusters can exist in a single vCenter deployment

11 VxFlex Integrated Rack for Google Cloud's Anthos | 000050 DALEMC
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Deploying Anthos on VxFlex integrated rack

Deploying the Anthos software requires knowledge with vCenter, Linux command-line skills, and an
understanding of the existing network topology. The time to deploy the code varies based on network speed
and familiarity with the tools that are discussed below but can generally be completed within a few hours.

Note: Deployment process is subject to change in future releases of Anthos.

Deployment tasks

Full deployment of Anthos is not covered in this white paper, however, deployment may be broken down into
the following high-level steps:

Gather prerequisite details.

Prepare vCenter.

Deploy and configure F5 BIG-IP LTM.

Deploy GKE On-Prem Admin VM on VxFlex integrated rack.

Create new GKE On-Prem Admin cluster on VxFlex integrated rack.
Register GKE On-Prem Cluster with GCP Console.

ook~ wNPE

Register GKE On-Prem cluster with GCP Console

Once the GKE On-Prem cluster configuration is complete, the final step is to register the cluster in GCP. This
section covers the process of registering a GKE On-Prem cluster though the GCP console.

Note: From this point onward, all activities are accomplished from the GCP Console unless specified. Exact
wording in GCP console is subject to change. No additional work is needed on the VxFlex integrated rack
infrastructure.

Go to https://console.cloud.google.com in your browser.

Log in to the Google Cloud Platform with your account.

Select the Kubernetes Engine from the Google Cloud Platform menu.
From Kubernetes Engine, click Clusters, and then REGISTER CLUSTER.

= Google Cloud Platform s GKEonprem Q

@ Kubernetes Engine Kubernetes clusters CREATE CLUSTER DEPLOY I IO REGISTER CLUSTER I C' REFRESH DELETE

"2 Workloads

wN e

Filter by label or name

& Services Name ~ Location Cluster size Total cores Total memary Notifications ~ Labels

Applications o gke-on-gep-01 us-centrall-a 3 3vCPUs 11.25GB Connect ra

& gkecluster0l ceeexternallab 3 12CPU 25.00 GB
H Configuration

B  storage

4. Follow the prompts and input the required information to register your previously created GKE On-
Prem cluster.

VxFlex Integrated Rack for Google Cloud's Anthos | 000050 DEALEMC


https://console.cloud.google.com/

Deploying Anthos on VxFlex integrated rack

a. Inputthe Cluster name and Service account key, and then click CONTINUE.

Note: The Service account key is created during GKE On-Prem cluster creation with gkectl

On-Prem Admin VM.

from the GKE

Google Cloud Platform

3¢ GKEonprem w

@ Kubernetes Engine

i Clusters

Workloads
& Services

Applications
HE  Configuration

Storage

¥ Marketplace

M

é

Register a Kubernetes cluster

Kubernetes Cluster Registration

Completing these steps will register your cluster o GCP and install the GKE Connect
agent into your cluster. This agent works behind firewalls and can traverse NATs to
establish an encrypted connection to GCP Once connected you will be able to login to
access your workloads from the Cloud Console.

YYou must be able to both connect to your cluster using kubect! and be assigned the
cluster-admin role to apply the GKE Connect manifest. Follow the instructions in these
steps to configure, download, and apply the GKE Connect manifest.

@ Configure

Cluster name *
cee-clusterQl

Service account key

{ -
“type’: "senvice_account”,
“project_id": "gkeonprem-232417",

-

P

Create a Google Service Account key with roles/gkehub.connect’ binding and paste
the key here. This key will be used by GKE Connect to authenticate your cluster with
Google.

~ SHOW PROXY

© Connect

© Labels

REGISTER

ONO,

b. Click DOWNLOAD GKE CONNECT MANIFEST to download a local copy of the YAML
configuration file. Then copy the manifest file to the GKE On-Prem Admin VM deployed on

command shown in the GCP Console. After you see confirmation of

the cluster connection in GCP console, click CONTINUE.

VxFlex and run the kubectl

13
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Google Cloud Platform

@ Kubernetes Engine

i Clusters

"2  Workloads

& Services
Applications

B configuration
Storage

¥ Marketplace

<l

+* GKEonprem w

< Register a Kubernetes cluster

Kubernetes Cluster Registration

Completing these steps will register your cluster to GCP and install the GKE Connect
agent into your cluster. This agent works behind firewalls and can traverse MATS to
establish an encrypted connection to GCP. Once connected you will be able to login to
access your workloads from the Cloud Console.

You must be able to both connect to vour cluster using kubectl and be assigned the
cluster-admin role to apply the GKE Connect manifest. Follow the instructions in these
steps to configure, download, and apply the GKE Connect manifest.

& Configure
|
© Connect

¥ DOWNLOAD GKE CONNECT MANIFEST @

Download GKE Manifest and apply it to connect cee-clusterd1 to Google Cloud Platform.,

5 kubectl apply -f cee-cluster8l-gkeconnect-config.yaml Ls]

] GKE Connect agent for cluster cee-cluster01 is connected

=0

© Labels

REGISTER

c. Next, set cluster labels for Location and Provider.

Note: The Location parameter for GKE On-Prem clusters is analogous to a Google Compute Engine (GCE)
zone for GKE clusters on GCP. For more information on GCE regions and zones see:
https://cloud.google.com/compute/docs/regions-zones/.

14
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Google Cloud Platform §+ GKEonprem

@ Kubernetes Engine & Register a Kubernetes cluster

Sk Kubernetes Cluster Registration

= Workloads Completing these steps will register your cluster to GCP and install the GKE Connect
agent into your cluster. This agent works behind firewalls and can traverse NATs to
- Services establish an encrypted connection to GCP. Once connected you will be able to login to

access your workloads from the Cloud Console.
# Applications
You must be able to both connect to your cluster using kubectl and be assigned the
B configuration cluster-admin role to apply the GKE Connect manifest. Follow the instructions in these
steps to configure, download, and apply the GKE Connect manifest.
Storage

& Configure
|

& Connect
|

© Labels

Configure GCP labels for the cluster.
Key Value

ocation cee

provider dellemd [ 1

<+ ADD LABEL

d. The new cluster name now appears in the list of GKE clusters alongside all other clusters.

Google Cloud Platform e GKEonprem w

@ Kubernetes Engine Kuberne...usters CREATE CLUSTER DEPLOY if) REGISTER CLUSTER C REFRESH
i Clusters Name ~ Location Cluster size Total cores Total memory Notifications Labels
O ceecluster01  cee - - - Logi
% Workloads s b
@ gkeongep-01  us-centrall-a 3 3vCPUs 11.25G8 Connect ~ &
& Services
@ gkecluster01 ceeexternallab 3 12CPU 25.09 GB .

B Applications
B Configuration

B  storage
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= Google Cloud Platform & GKEonprem Q
@ Kubernetes Engine Kubernetes clusters CREATE CLUSTER 3 DEPLOY I REGISTER CLUSTER C REFRESH DELETE
Clusters A Kubernetes cluster is a managed group of VM instances for running containerized applications. Learn more
"  Workloads Filter by label or name
& Services Mame ~ Location Cluster size Total cores Total memeory Notifications  Labels
Applications & ceecluster0l  cee 2 8CcPU 16.73 GB 5
& gkeongep01 us-centrall-a 3 3vCPUs 11.25GB Connect Fan
H Configuration
0 gkecluster01 ceeexternallab 3 12CPU 25.09GB [ 1
B  storage
5. After the GKE On-Prem cluster has been registered with GCP the Kubernetes cluster nodes are
visible from GCP console by clicking on the cluster name and then clicking on Nodes from the
Kubernetes cluster details page.
Note: The Kubernetes cluster nodes for GKE On-Prem clusters are running as vSphere VMs on VxFlex
integrated rack.
= Google Cloud Platform 3% GKEonprem [}
@ Kubernetes Engine Kubernetes clusters CREATE CLUSTER DEPLOY If] REGISTER CLUSTER (' REFRESH DELETE
i Clusters A Kubernetes cluster is a managed group of VM instances for running containerized applications. Learn more
=L Workloads . )
& Services &mmmn Cluster size Total cores Total memory Notifications  Labels
Applications @ ceecluster0l cee 2 8 CPU 16.73 GB T
@ gkeongep-01  us-centrall-a 3 3vCPUs 11.25 GB Connect P
H cConfiguration
@ ghecluster0l  ceeexternallab 3 12 CPU 25.00 GB 0

Storage

Google Cloud Platform

&* GKEonprem w

@ Kubernetes Engine

i+ Clusters

®%  Workloads

& Services
Applications

B Configuration

Storage

& Kubernetes cluster details

Details Storage

Nodes
Name ~ Status CPU requested
gkecluster01- (] 610 mCPU
6edfh55909-2124¢ Ready
gkecluster01- ] 238 CPU
6edfb559b9-2p456 Ready
gkecluster01- 470 mCPU

6cdfb559b9-dg7jh Ready

C' REFRESH

CPU allocatable

4CPU

4CPU

4CPU

W DELETE

Memory requested

2.67GB

5436GB

641.73 MB

& LOGIN

Memory allocatable

8.26GB

8.266GB

8.26 GB

Storage requested

0B

0B

0B

Columns ~

Storage allocatable

0B

0B

0B

Note: The Kubernetes nodes shown in the GCP console have the same name as the worker node VMs
running on VxFlex integrated rack. GKE On-Prem Admin VMs, which can be seen from vSphere, are not
shown to the user in GCP as these are being managed by Google Cloud.
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o g8 @ [] shardesx4 linuxdrake.com | actions~
[ Inxvesalinuxdrake com Summary  Monitor  Configure  Permissions ~ VMs  Datastores  Networks  Updates
© [ Teentouse —_—
v Clusterol Hypervisor: VMware ESXi, 6.7.0, 11675023
Model Super Server

Processor Type:  InteliR) Xeon(R) CPU E5-2620 v3 @ 2 40GHz
Logical Processors: 6

[ shardesx4 linuxdrake com

v @ RPoan

3 gke-admin-master-pémc2 P MICs £ GKE On-Prem Admin VMs

53 gke-atmin-nods-687810840-/7j5d T Virtual Machines: 10

(5 gke-atmin-node-687810849-rS4c 3‘;‘;2 f;;;‘:jﬁd

{5 akedluster01-0-8dvok-532469cdBci4xt

£ gkeclustorol-eaib5000- 124 = GKE On-Prem Cluster (worker) VMs

{5 gkeciustero-6eaihs5909-2p456 G—

(5 gheclustero-6eatbs5050-daTih Lardware o || co

E\‘} BIGIP-1311.4-0.0.4 L TM-scsi
5 GKE-Admin
(5 sic-shardesxd-centos Tags A Rel

Assigned Tag Category Description

Upi
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Deploying Anthos applications on VxFlex integrated rack

After the GKE On-Prem cluster has been deployed and registered, you can easily deploy workloads using the
Google Cloud Console tool.

Note: Deploying applications to the GKE On-Prem cluster running on VxFlex integrated rack system is no
different that deploying applications to GKE running on GCP. GKE On-Prem clusters can be selected as the
workload destination cluster in the same way GCP datacenter would be selected. End-users use a single,
simplified interface to deploy applications without requiring in-depth knowledge of the underlying
infrastructure.

Sample workload: NGINX web server deployment

In this example, we will be deploying NGINX - a free, open-source HTTP server and reverse proxy that is well
known for its high performance, stability, rich feature set, simple configuration, and low resource consumption.
Since it is already in the Google market place, deploying NGINX requires just a few mouse clicks.

Note: For more information on NGINX, see https://www.nginx.com/resources/wiki

Deploying NGINX
1. From the GCP Console, select the Kubernetes Engine icon under the Navigation Menu.
2. Select the Workloads icon on the left and then click Deploy. Then follow the prompts:

©,
©,

a. Edit Container

i. Select Existing container image (for example: nginx:latest).
ii. Click Continue.

b. Edit Configuration.

i. Enter the Application Name (for example: nginx-test).
ii. Enter the minimum number of Pods to start.
ii. Enter the appropriate Namespace (for example: fi ndge mixoy.ment 0)
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