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Abstract
This guide is intended for internal Dell Technologies personnel and qualified Dell Technologies and Genetec partners. It provides best practices for configuring the Dell Technologies IoT Solution | Safety & Security with Genetec Security Center 5.7 video management software.

Dell Technologies Solutions
Notes, cautions, and warnings

**NOTE:** A NOTE indicates important information that helps you make better use of your product.

**CAUTION:** A CAUTION indicates either potential damage to hardware or loss of data and tells you how to avoid the problem.

**WARNING:** A WARNING indicates a potential for property damage, personal injury, or death.
This chapter presents the following topics:

Topics:

- Purpose
- Scope
- Assumptions

Purpose

This configuration best practices guide aims to help Dell EMC field personnel understand how to configure the Dell Technologies Solution | Safety & Security with Genetec Security Center. This document is not a replacement for the Genetec implementation guide nor is it a replacement for the Dell Technologies Solution | Safety & Security with Genetec Security Center Sizing Guide.

Solutions for Safety & Security offer several key benefits including:

- Deployment and management
- Designed-In Security
- Scalability
- Tested and preintegrated solutions
- VMware vSAN provides:
  - Guaranteed high availability
  - Hyper-converged infrastructure (HCI) engineered for safety and security

Scope

This guide is intended for internal Dell EMC personnel and qualified Dell EMC and Genetec partners. It provides configuration instructions for installing the Genetec Security Center video management software using Dell EMC storage platforms.

The following VMware and Dell EMC storage systems have been tested:

- VMware vSAN
- Dell EMC ECS Object Storage

This guide supplements the standard and provides configuration information specific to Genetec Security Center.

**NOTE:** All performance data in this guide was obtained in a rigorously controlled environment. Performance varies depending on the specific hardware and software used.

Assumptions

This solution assumes that internal Dell EMC personnel and qualified Dell EMC partners are using this guide with an established architecture.

This guide assumes that the Dell EMC partners who intend to deploy this solution are:

- Associated with product implementation
- Genetec-certified to install Genetec Security Center services
- Proficient in installing and configuring ECS storage solutions
- Proficient in configuring VMware Software including vSAN
- Familiar with installing and configuring VMware hypervisors and the appropriate operating system, such as Microsoft Windows or a Linux distribution

The configurations that are documented in this guide are based on tests that we conducted in the Dell EMC Safety & Security Lab using worst-case scenarios to establish a performance baseline. Lab results might differ from individual production implementations.
Design concepts and disclaimers

There are many design options for a Genetec Security Center implementation including Federations, Auxiliary Servers, and multicast considerations.

Genetec offers many courses that are related to design and implementation for those who require this information. These details are beyond the scope of this paper.

The following diagram illustrates the Dell EMC and VMware components that were tested.

Figure 1. Dell Technologies IoT Solution | Safety & Security with Genetec Security Center architecture
The VMware software solution in this IoT Safety & Security environment uses VMware’s Pulse IoT, vSAN, vSphere, and vCenter for IoT Safety & Security management. The vCenter Server provides a platform for managing vSphere while vSAN provides a scalable storage solution with high availability.

### Dell EMC IoT Solution | Safety & Security environment

The Dell EMC Safety & Security Lab recommends the following base configuration for a successful implementation:

<table>
<thead>
<tr>
<th>Virtualized environment</th>
<th>Dell EMC R740xd vSAN Ready node (vSAN certified storage)</th>
<th>vSAN cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>• 8 vCPUs</td>
<td>- Dual Intel Xeon gold 6126 2.6G, 12C/24T</td>
<td>• 4 R740xd vSAN Ready nodes</td>
</tr>
<tr>
<td>• 16 GB memory</td>
<td>- 192 GB memory</td>
<td>• 40 total capacity drives</td>
</tr>
<tr>
<td></td>
<td>- Network adapter type: VMXNET3 (GbE and 10 GbE)</td>
<td>• 8 Disk Groups (1 vSAN cache to 5 capacity SSD)</td>
</tr>
<tr>
<td></td>
<td>• Network adapter type: VMXNET3 (GbE and 10 GbE)</td>
<td>• 10 GbE NIC connections for:</td>
</tr>
</tbody>
</table>

**Figure 2. Dell EMC Safety & Security Lab vSAN test environment**

![Figure 2. Dell EMC Safety & Security Lab vSAN test environment](image)
○ vSAN
○ Administration
○ vMotion
○ vSAN Management

Management cluster
- 4 R440 vSAN Ready nodes
- 128 GB memory
- 5 1.92 TB cluster drives
  ○ 1 flash cache drive
  ○ 4 storage drives

Switching
- Dual Dell S4048s (leaf) vSAN cabinet: vSAN, vMotion, Camera/User
- Dual Dell Z9100s network core (spine) - optional

External storage
- ECS U4000
- 8 node with 60 drives per node

Supporting Servers
- Review stations: Dell PowerEdge servers - various models
- Work stations: Dell Precision - various models

Refer to the following network and design guides for more information on configuring vSAN for your environment, or contact ProDeploy Plus for vSAN configuration assistance:

- VMware Storage and Availability Technical Documents
- VMware vSAN Design and Sizing Guide
- VMware vSAN Network Design

All storage and server tests are conducted using 10 GbE NICs unless otherwise noted.

The Dell EMC Safety & Security Lab’s host hardware met and exceeded the minimum system requirements for an ESXi/ESX installation. The Genetec Archiver VM was running on an ESXi 6.0 host using Cisco UCS B230 Blade Servers, and various Dell EMC servers, such as the Dell EMC FC630s, FC430s, and R730xd. For more information about VM configuration, see the General recommendations for storage and sizing section of the Using EMC VNX storage with VMWare VSphere guide.

Releases validated

The following tables list the firmware builds and software releases used for our tests.

### Table 1. VMware releases

<table>
<thead>
<tr>
<th>Product</th>
<th>Release</th>
</tr>
</thead>
<tbody>
<tr>
<td>vSAN Advanced</td>
<td>6.7</td>
</tr>
<tr>
<td>Poweredge R740xd</td>
<td>vSAN Ready Node</td>
</tr>
<tr>
<td>ESXi</td>
<td>6.7</td>
</tr>
<tr>
<td>vCenter Standard</td>
<td>6.7</td>
</tr>
<tr>
<td>vRealize Suite Advanced</td>
<td>6.7</td>
</tr>
<tr>
<td>vRealize Orchestration Log Insight</td>
<td>7.5</td>
</tr>
<tr>
<td>vSphere Enterprise plus</td>
<td>6.7</td>
</tr>
</tbody>
</table>

### Table 2. ECS releases

<table>
<thead>
<tr>
<th>Product</th>
<th>Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECS</td>
<td>3.2</td>
</tr>
<tr>
<td>GeoDrive</td>
<td>12.2.1</td>
</tr>
</tbody>
</table>
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Table 3. Genetec Security Center releases

<table>
<thead>
<tr>
<th>Release</th>
<th>Subrelease</th>
</tr>
</thead>
<tbody>
<tr>
<td>Genetec Security Center</td>
<td>5.7 SR2</td>
</tr>
<tr>
<td></td>
<td>5.7 SR1</td>
</tr>
</tbody>
</table>

**VMware vSphere**

VMware vSphere is a virtualization platform that is used across thousands of IT environments around the world. VMware vSphere can transform or virtualize computer hardware resources, including CPU, RAM, hard disk, and network controller, to create a fully functional virtual machine (VM) that runs its own operating systems and applications like a physical computer.

The high-availability features of VMware vSphere coupled with VMware vSphere Distributed Resource Scheduler (DRS) and VMware vSphere Storage vMotion enable the seamless migration of virtual desktops from one ESXi server to another with minimal or no impact to the customer's usage.

**VMware vCenter High Availability**

VMware vCenter High Availability is a feature of vSphere and uses a four-node cluster. The vCenter High Availability provides protection from downtime and uninterrupted failover and failback.

**VMware vSAN**

VMware vSAN aggregates local or direct-attached data storage devices to create a single storage pool shared across all hosts in the vSAN cluster. vSAN eliminates the need for external shared storage, and simplifies storage configuration and virtual machine provisioning.

vSAN is a distributed layer of software included in the VMware ESXi hypervisor, and it is fully integrated with VMware vSphere. vSAN supports vSphere features that require shared storage, such as High Availability (HA), vMotion, and Distributed Resource Scheduler (DRS). VM storage policies enable you to define VM storage requirements and capabilities.

Each host in a vSAN cluster contributes storage to the cluster. These storage devices combine to create a single vSAN datastore.

**Dell EMC PowerEdge Ready Nodes**

Dell EMC vSAN Ready Nodes are pre-configured and validated building blocks that can reduce deployment risks, improve storage efficiency, and let you quickly and easily scale storage as needed.

Dell EMC vSAN Ready Nodes are built on Dell EMC PowerEdge R740xd and R440 servers that have been pre-configured, tested, and certified to run VMware vSAN. Each Ready Node includes the right amount of CPU, memory, network I/O controllers, HDDs, and SSDs that are suited for VMware vSAN.

**VMware Pulse IoT Center**

VMware Pulse IoT Center is a secure, enterprise-grade IoT device management and monitoring solution. Integrate, manage, monitor and secure IoT use cases from the edge to the cloud, bridge the gap between Information Technology and Operational Technology organizations and simplify IoT device management with Pulse IoT Center.

**VMware vRealize Operations Manager**

VMware vRealize Operations Manager delivers intelligent operations management with application-to-storage visibility across physical, virtual, and cloud infrastructures. Using policy-based automation, operations teams automate key processes and improve IT efficiency.

Using data collected from system resources (objects), vRealize Operations Manager identifies issues in any monitored system component, often before the customer notices a problem. vRealize Operations Manager also frequently suggests corrective actions you can take to fix the problem right away. For more challenging problems, vRealize Operations Manager offers rich analytical tools that allow you to review and manipulate object data to reveal hidden issues, investigate complex technical problems, identify trends, or analyze to gauge the health of a single object.
VMware safety and security software editions

VMware vRealize Operations Manager delivers intelligent operations management with application-to-storage visibility across physical, virtual, and cloud infrastructures. Using policy-based automation, operations teams automate key processes and improve IT efficiency.

Management and Monitoring
- vSAN
- vSphere
- vCenter

For more information about configuring VMware vSAN, vSphere and vCenter solutions see:

- Administering VMware Virtual SAN
- VMware vSphere Update Manager Documentation
- About vCenter Server Appliance Configuration

Dell EMC ECS

Dell EMC ECS is a complete software-defined cloud storage platform that supports the storage, manipulation, and analysis of video security and unstructured data on a massive scale on commodity hardware. ECS is specifically designed to support the mobile, cloud, and Big Data workloads that are similar to large-scale safety and security workloads.

Retention periods and policies

ECS provides the ability to prevent data from being modified or deleted within a specified retention period. Bucket based retention is not supported and should not be used with any VMS when using the CIFS-ECS service. VMS time based retention is the only supported retention policy when using CIFS-ECS.

Cluster Capacity

Dell EMC only supports the use of time based retention settings with the VMS. To determine the capacity requirement for each recorder, calculate the number of cameras per recorder, the target bit rate per camera, and the retention time in days. Always consult with the VMS ISV to determine an accurate capacity estimate.

All writes to the ECS cluster stop when the cluster capacity reaches 90% full. It is always recommended to plan for additional capacity as soon as you reach 75% of the cluster capacity.

Quotas

When using GeoDrive, Dell EMC requires the use of ECS soft quotas. Quotas are the storage space limit that is specified for the ECS buckets. You can specify a storage limit for the bucket and define notification and access behavior when the quota is reached. The quota setting for a bucket cannot be less than 1 GB and can be specified in increments of 1 GB.

The Dell EMC Safety & Security Lab recommends only using soft quotas for safety and security solutions. Dell EMC recommends maintaining 15% overhead beyond the capacity requirement.

The quota behavior options are as follows:

Table 4. Quota behavior options

<table>
<thead>
<tr>
<th>Quota</th>
<th>Behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td>Notification Only at &lt;quota_limit_in_GB&gt;</td>
<td>Soft quota setting at which you are notified.</td>
</tr>
<tr>
<td>Block Access Only at &lt;quota_limit_in_GB&gt;</td>
<td>Hard quota setting which, when reached, prevents write/update access to the bucket.</td>
</tr>
<tr>
<td>Block Access at &lt;quota_limit_in_GB&gt; and Send Notification at &lt;quota_limit_in_GB&gt;</td>
<td>Hard quota setting which, when reached, prevents write/update access to the bucket and the percentage of the quota setting at which you are notified.</td>
</tr>
</tbody>
</table>
Garbage collection and space reclamation

Garbage collection (GC) in ECS is designed such that it runs with lower priority than I/O activity. When an object is deleted, ECS waits for garbage collection to reclaim the space allocated to that object. However, the object is marked as deleted and the deletion is reflected in the user’s view of system utilization through metering and chargeback reports.

Data and system metadata are written in chunks on ECS. An ECS chunk is a 128MB logical container of contiguous space. Each chunk can have data from different objects. ECS uses indexing to track all the parts of an object that may be spread across different chunks and nodes. Chunks are written in an append-only pattern. The append-only behavior means that an application’s request to modify or update an existing object will not modify or delete the previously written data within a chunk. But rather, the new modifications or updates will be written in a new chunk.

Writing chunks in an append-only manner means that data is added or updated by first keeping the original written data in place and second by creating new chunk segments, which may or may not be included in the chunk container of the original object. The benefit of append-only data modification is an active/active data access model, which is not hindered by file-locking issues of traditional file systems. This being the case, as objects are updated or deleted, the data in chunks that is no longer referenced or needed is referred to as Garbage.

For optimum performance, file size must not exceed 128 MB to provide more consistent data transfers and even out the workload to the ECS. Larger files add additional CPU load which reduces performance.

ECS uses two garbage collection methods to reclaim space from discarded full chunks, or chunks containing a mixture of deleted and nondeleted object fragments that are no longer referenced. These methods are:

- **Normal GC**: When an entire chunk is garbage, reclaim the space.
- **Partial GC by Merge**: When a chunk is 0.66 garbage, reclaim the chunk by merging the valid parts with other partially filled chunks in a new chunk, then reclaim the space.

**NOTE:** While designing a solution, take care such that the total ingest rate to the ECS cluster does not exceed the Garbage collection rate for the cluster.

By default, the garbage collection process is purposely configured to run slowly in a conservative effort to protect against data loss. Our testing shows that this process can be safely tuned to reclaim space more quickly, while remaining a safe operation. Our suggested garbage collection parameters are:

- Decrease the time interval for the frequency of verification scanner
- Increase the scanner throttle for number of objects
- Increase the scan tasks expiration times
- Increase the maximum number of pending partial GC tasks

Contact Dell EMC ECS technical support for more information about tuning these parameters.

**NOTE:** Bucket level retention on ECS should not be used. Genetec handles the retention policy so bucket level retention is not recommended.

Dell EMC GeoDrive

The Dell EMC GeoDrive tool provides a local file system interface through which you can store and retrieve files on Dell EMC ECS Object Storage. Use GeoDrive to store and retrieve files, such as pictures, movies and documents, in the cloud using the same applications and tools that you use today.

Refer to the [Dell EMC CIFS-ECS Tool User Guide](#) for information about installation and configuration of GeoDrive on the recorder.

Network

Safety & Security is an end-to-end solution that is connected using a simplistic to complex network infrastructure. A typical solution spans multiple network layers, ranging from the access layer providing power over Ethernet (PoE) for video cameras, to the data center that provides the centralized network that is used to interconnect all of the safety and security components.

With cameras on the edge, the data center infrastructure is made of aggregation switches that are known as leaf switches, and a core switch, which is known as the spine. A small campus network has an aggregation layer, but not a data center or core. The network must be correctly sized in terms of capacity, efficiency, and resilience to effectively resolve the user’s business challenges.
Connecting the vSAN and ECS nodes

The vSAN management nodes, vSAN safety and security nodes and ECS nodes are not connected internally and must be integrated through external switches. Each node should be connected to 2 physical switches to ensure redundancy and avoid a single point of failure.

The following figure shows the standard configuration for the ECS and vSAN racks and a basic connection overview for the switches.

![Network Spine and Leaf Configuration](image)

**Figure 3. Network spine and leaf configuration**

**Figure 4. Dell EMC ECS and VMware vSAN rack configuration**

1. Ports 01-12 = Management. Populate ports left to right.
2. Ports 13-16 = ECS. Populate ports left to right.
3. Ports 17-32 = Additional ECS or vSAN nodes. Populate ports left to right.
Connecting the vSAN management cluster

Connect the vSAN management nodes to the network starting with ports 1 and 2 on the switch. Add additional management nodes using open ports in ascending order (left to right) on the switch, as shown in the following figure.

Figure 5. vSAN management node cabling diagram
Connecting the vSAN safety and security nodes

Connect the vSAN safety and security nodes to the network starting with ports 47 and 48 on the switch. Add additional safety and security nodes using open ports in descending order (right to left) on the switch, as illustrated in the following figure.

Figure 6. vSAN safety and security node cabling diagram
Connecting the ECS

Connect the ECS cabinet to the vSAN through the network switch starting with port 13 on both switches, as illustrated in the following figure. Add additional ECS cabinets using open ports in ascending order (left to right) on the switch starting with port 14.

Figure 7. ECS to vSAN cabling diagram
This chapter presents the following topics:

**Topics:**
- Summary

## Summary

The Dell EMC Safety & Security Lab performed comprehensive testing with Genetec Security Center against VMware vSAN and Dell EMC ECS Object Storage.

Depending on the implementation needs, you can use Dell EMC storage for Genetec Security Center.

The Genetec architecture and product suite allows extreme scaling, from a few cameras to up to tens of thousands of cameras, by using Dell EMC storage.

## ECS storage

Dell EMC ECS is a software-defined, cloud-scale, object storage platform that combines the cost advantages of commodity infrastructure with the reliability, availability and serviceability of traditional arrays. With ECS, any organization can deliver scalable and simple public cloud services with the reliability and control of a private-cloud infrastructure.